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b Jožef Stefan International Postgraduate School, Jamova cesta 39, Ljubljana SI-1000, Slovenia 
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A B S T R A C T   

Although secondary ion mass spectrometry (SIMS) is a versatile method used in the fields of surface analysis, 
depth profiling and elemental and molecular mapping, it also lacks quantification capabilities. The main reason 
for this is the matrix effect, which influences the ionization yield of secondary ions with respect to the substrate 
from which the analyzed compounds originate. There are several approaches to reduce the matrix effect, and gas 
flooding is one of the easiest methods to apply. In this work, we have investigated the possibilities of the ToF- 
SIMS method for the quantification of selected metals and alloys containing these metals in different ratios by 
reducing the matrix effect in the presence of different atmospheres. The measurements were performed in the 
ultra-high vacuum (UHV) environment, H2 and O2 atmospheres. H2 flooding shows the most significant im-
provements compared to the UHV analysis, while O2 is also promising but has some limitations. Improvements 
are most evident for the transition metals Ti, Cr, Fe, Co and Ni employed in our study, while the p-block elements 
such as Al and Si do not change so extensively. The deviations from the true atomic ratios of selected transition 
metals in different alloys reach a maximum of only 46 % when analyzed in the H2 atmosphere. In contrast, these 
values are 66 and 228 % for the O2 atmosphere and UHV environment, respectively. Our results suggest that gas 
adsorption and consequent formation of a new matrix on the surface, especially in the case of hydrogen, reduces 
the differences between the different chemical environments and electronic structures of the surface. In this way, 
the quantitative aspects of the SIMS method can be improved.   

1. Introduction 

Secondary ion mass spectrometry (SIMS) is an important analytical 
technique in the fields of surface and materials sciences. The informa-
tion about the chemical composition and molecular structure of the 
sample is obtained by bombarding the surface with primary ions (e.g. 
Bi+, Bi3+, Ar+) and analyzing secondary ions, that is, charged sputtered 
particles, with a mass analyzer such as time-of-flight (ToF), magnetic 
sector, quadrupole, ion trap or orbitrap. [1–3] SIMS is a versatile 
analytical method as the sample to be analyzed is only required to be 
compatible with ultra-high vacuum (UHV) and, in the case of ToF-SIMS, 
also needs to be as flat as possible. [3,4] In addition, we can measure 
mass spectra, perform 2D mapping and depth profiling, and even 
generate 3D representations. [5] Due to these factors, SIMS can be used 

in many different fields such as corrosion inhibition [6,7], studies of 
metals, alloys and their properties [8,9], analysis of thin films and 
multilayers [10–12], studies of organic compounds and polymers [13, 
14], investigation of nanoparticles [15,16], microelectronics and pho-
tovoltaics [17,18], catalysis [19], detection of dopants and impurities 
[20,21], analysis of biological material including cells and tissues [22, 
23] and so on. However, one of the major limitations of the SIMS method 
is the problematic and often impossible quantification of chemical 
composition, mainly as a result of the matrix effect. [24–26] The in-
tensity of the secondary ion signal (Im) is a function of the current of the 
primary ions (Ip), the sputter yield (Ym), the ionization probability 
(α+/− ), the concentration of an analyzed compound or element (θm), and 
the transmission of the analytical system (η), as described in Eq. (1). [2] 

Im = IpYmα+/− θmη (1) 
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Ip and η are functions of an instrument and as such are not prob-
lematic since they can be determined and controlled, while θm is the 
concentration we are looking for in the case of quantification. Chal-
lenging in terms of quantitative analysis are Ym and α+/− . Even the 
sputter yield of the element and its ionization probability influenced by 
its ionization energy and electron affinity are not problematic since they 
do not change with respect to the sample. [2] The most difficult to 
overcome is the influence of the substrate, i.e. the matrix effect. This is 
because the chemical composition of the sample has a large influence on 
the sputter yield and the ionization probability, and this factor changes 
from one sample to another, preventing and disrupting direct compar-
ison between them. [2,24] 

Various approaches have already been developed to improve and 
solve this issue. One possibility is the application of laser postionization 
of secondary neutral sputtered particles (laser-SNMS), an effective but 
also complicated and costly approach. [27–30] Instead of a laser, we can 
also use an electron beam. [31–33] Since the particles are ionized in the 
plum above the surface, in the gas phase, the effect of the substrate 
matrix is no longer present. [27,34] However, the laser must be strong 
enough to ionize all targeted particles, otherwise quantification is not 
possible. [27] We can also use the internal standard method by 
comparing the intensity of the signal of interest with the intensity of the 
reference signal and calculating the relative sensitivity factor (RSF) 
using Eq. (2), 

ci/cr = RSF(Ii / Ir) (2)  

where c represents the atomic or molar concentration, I the intensity of 
the secondary ion signal, and the subscripts i and r the element of in-
terest and the internal reference, respectively. [25,35–37] However, this 
method can only be used if we have samples with a very similar matrix 
that all contain the element used as an internal standard. [35,36] 
Another approach involves reactive sputtering, mainly with Cs+ ions. 
During the sputtering process, Cs+ ions are implanted into the substrate, 
chemically altering it and reducing the work function, thereby pro-
moting the formation of negative secondary ions. [24,25,38,39] In this 
way, we create a matrix that is more similar between different samples, 
as it is always based on the effect of the implanted Cs. Improved quan-
tification can be achieved by analyzing MCs+ or MCs2

+ ions, where M is 
the metal of interest. [35,40,41] 

As gaseous molecules and atoms adsorb to the surface, they also form 
a type of matrix, similarly as with Cs implantation, which modifies the 
surface even more extensively. Furthermore, a positive effect of an H2 
atmosphere on the differentiation between layers of metals, metal oxides 
and alloys as well as an optimized identification of interfaces has already 
been demonstrated by SIMS analyses. [42] Therefore, the intensities of 
secondary ions sputtered from different metals and alloys were 
measured and compared in UHV, H2 and O2 atmospheres. 

A current study aimed to evaluate and optimize a new approach for 
quantification of SIMS data from metallic alloys in different atmo-
spheres. A relative comparison between pure metal and different alloys 
containing this metal in different ratios was performed to find the most 
favorable conditions for reducing/eliminating the matrix effect while 
applying an H2 or O2 atmosphere. Significantly different samples were 
used so that the matrix effect would play an important role in the 
quantification. In the present study, we considered different ways of 
normalizing the acquired SIMS signals and systematically compared the 
quantification in the H2 or O2 atmosphere with the UHV. Our results 
improved the semi-quantitative aspect of the SIMS method by providing 
the possibility to compare chemically distinct alloys and metals. How-
ever, a relative comparison would still be necessary with reference 
materials, as a direct correlation of the intensities of the secondary ion 
signals with the composition of a particular alloy should not be possible. 
This is due to the large variations in ionization energies, electron af-
finities and ionization yields of cluster secondary ions between different 
metals. [24,43,44] 

2. Experimental section 

2.1. Preparation of the samples 

Co, CoCr, NiTi, AlTiV, Fernico, Inconel, Kanthal and stainless steel 
used in this study were in the form of bulk samples with a homogeneous 
composition and covered with a thin native oxide layer. They were 
prepared by melting the metal/alloy. If the surface was not flat enough, 
it was polished at the ambient conditions. Pure Al, Ti, Cr, Fe, Ni, AlCr 
alloy and alloys of AlTi and SiTi in two different element ratios were 
prepared in the form of thin films by physical vapor deposition (PVD). 
They were deposited in a Sputron triode sputtering system (Balzers 
Oerlikon). The high-purity targets used as sputtering sources for the 
preparation of the thin films were initially cleaned for 5 min with plasma 
inside the PVD sputtering system to remove the native oxide and other 
impurities on their surface. The CoCrFeMnNi alloy was prepared by the 
arc-melting process. The highly polished crystalline wafer was used as 
the pure Si sample. 

2.2. EDXS measurements 

Polished metal samples of CoCr, NiTi, AlTiV, Fernico, Inconel, 
Kanthal and stainless steel were analyzed for their chemical composition 
using the Oxford INCA PentaFET x3 energy dispersive X-ray spectrom-
eter with Si(Li) detector coupled to the JEOL JSM 6490LV scanning 
electron microscope. The chemical analysis was performed at an accel-
erating voltage of the electron beam of 20 kV, a working distance of 10 
mm and an acquisition time of 45 s over five 100 × 100 µm scanning 
areas. The EDS software (INCA Energy 350) was calibrated for quanti-
fication with pre-measured universal standards, according to fitted 
standard procedure, and referenced to Co for optimization. The EDS data 
was corrected using the standard ZAF-correction method, which is 
included in the INCA Energy software. 

2.3. XPS measurements 

X-ray photoelectron spectroscopy (XPS) was performed with the PHI- 
TFA XPS spectrometer from Physical Electronics, USA. The mono-
chromatic X-ray source applied was Al using the Kα emission. The 
analyzed area was 0.4 mm in diameter and the depth of analysis was 3–5 
nm. The XPS spectra were measured in the energy range of 0–1200 eV. 
The elemental composition was determined by measuring the intensity 
of the 2p spectra of Al, Si, Ti, Cr, Fe, Co and Ni. Depth profiling was 
performed with the Ar+ ion beam with an energy of 1 keV (AlCr and both 
SiTi samples) or 3 keV (both AlTi and CoCrFeMnNi samples) over an 
area of 3 × 3 mm. The surface composition was quantified using the XPS 
peak intensities and considering the relative sensitivity factors specified 
by the instrument manufacturer [45]. 

2.4. SIMS measurements 

The ToF-SIMS analyses were performed with the TOF.SIMS 5 in-
strument from IONTOF, Germany. Bi+ primary ions with an energy of 30 
keV were used as the analysis beam. The ion beam was pulsed with a 
pulse length of 6 ns and the current of the Bi+ ions was between 1.4 and 
1.6 pA. With the settings used, the mass resolution m/Δm of the peaks of 
interest was mostly between 7000 and 9000, while the minimum and 
maximum were 5000 and 13,000, respectively. The analytical depth was 
approximately 2 nm and the lateral resolution was around 5 µm. The 
analyses were performed in a dual-beam depth profiling mode using the 
1 keV Cs+ ion beam for sputtering. The current of the Cs+ ions was 
between 60 and 65 nA. The analyses with the Bi+ primary ions were 
performed over the 50 × 50 µm scanning area (128 × 128 pixels), which 
was located in the center of the 400 × 400 µm area sputtered with the 
Cs+ ions. The secondary ions were analyzed over the m/z range from 0 to 
400. 
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The analyses in the UHV environment were performed at a pressure 
of approximately 2 × 10− 10 mbar, while the pressure during O2 flooding 
ranged from 1 to 3 × 10− 8 mbar and during H2 flooding from 5 × 10− 7 to 
1 × 10− 6 mbar. The initial pressure prior to the gas introduction was 
always in the 10− 10 mbar range. The differences in the pressures of H2 
and O2 are pressure fluctuations during a single analysis and not dif-
ferences between successive measurements of different samples. The 
gases used during depth profiling were introduced into the analysis 
chamber near the analyzed region via a capillary. The purity of the 
gasses used was 99.9990 % and 99.9950 % for O2 and H2, respectively. 

In order to minimize the effects of the measurement conditions, the 
samples were analyzed as similarly as possible and in the shortest 
feasible time span. Since H2 and O2 form hydride or oxide cluster ions 
with the metals, which ionize most effectively in the negative polarity, 
we only analyzed negative secondary ions. To obtain results that were as 
comparable as possible, the negative secondary ions were also analyzed 
during the measurements in the UHV as well. Cs+ sputtering was per-
formed simultaneously to further promote the formation of negative 
secondary ions. The measurement time was determined according to the 
thickness of the layers in the corresponding samples, so that the mea-
surements were performed in a time interval of 150 s, during which the 
intensities of the signals of interest remained unchanged. An exception 
was Fe in the form of the thinnest layer with a measurement time of 90 s. 
Bulky samples analyzed with the EDXS were additionally sputtered for a 
longer time of approximately 10 min to check their homogeneity, but no 
fluctuations in the signal intensities were observed. Prior to the sec-
ondary ion intensity measurements, sputtering was also performed to 
remove the topmost oxide layer or layers above the layer of interest. The 
results of this process were not included in the intensity ratio calcula-
tions. The duration of sputtering prior to analysis was determined in 
accordance with the sample roughness and the thickness of the oxide 
layer or the depth at which the layer of interest was located. Depending 
on the sample, it lasted between 10 and 60 min and was done with the 1 
keV Cs+ ion beam as well. 

3. Results and discussion 

3.1. Compositions of the samples and quantification method 

Al, Si, Ti, Cr, Fe, Co and Ni were measured as pure metals containing 
only traces of the other elements. Therefore, we have considered them as 
100 % metals in the calculations. We must also emphasize that we are 
aware that Si is a semimetal, but to avoid complications in sentences, we 
have only used the terms metal and metals in the text. The exact com-
positions of alloys were determined using either EDXS or XPS mea-
surements. EDXS was used for the bulk samples, which were CoCr, 
AlTiV, Fernico, Inconel, Kanthal and stainless steel. Both AlTi, AlCr, 
both SiTi and CoCrFeMnNi samples were in the form of layers, so they 

were analyzed with XPS with high surface sensitivity to avoid the in-
fluence of the underlying substrate. Only the NiTi sample was purchased 
with the certified composition, but it was still measured with EDXS to 
verify the composition. The measured atomic ratios of alloys are listed in 
Table 1. 

Our samples differ considerably from each other and contain no 
common element in all of them. The application of the RSF approach and 
Eq. (2) [35,37] was consequently not possible. Therefore, we used the 
atomic ratios from Table 1 to prepare our approach for quantification in 
different measurement conditions. The intensities of the secondary ion 
signals measured on different alloys were divided by the intensity values 
of these signals measured on the pure metal. This corresponds to 
normalization by the theoretical atomic ratio of 1. In this way, 
comparative intensity ratios between the samples were calculated for 
each secondary ion. Tables, presented in the Supplementary Information 
(SI) file and analogous to Table 1, were created from the ToF-SIMS data 
for all listed alloys and three different atmospheres. 

To compare the quantification results, we evaluated the deviations of 
the intensity ratios of the SIMS secondary ion signals from the true 
atomic ratios of each element determined by EDXS or XPS. The de-
viations were calculated using Eq. (3), where Δ indicates the relative 
errors, the Rm ratios calculated by comparing the measured SIMS in-
tensities of the secondary ions, and the Rt true atomic ratios obtained by 
EDXS or XPS. The deviations of the secondary ion signals measured on 
pure metals are always 0 by definition. In addition, all deviation values 
are noted with the +/- sign, so that one can calculate the exact 
comparative ratios we measured with the SIMS instrument. 

Δ = (Rm − Rt)/Rt (3) 

Since the measurement of SIMS signals can be sensitive to small 
changes in the analysis conditions (ion current of the primary ion beam, 
efficiency of ion detection…) the measured SIMS signal intensities were 
normalized in three different ways before calculating the Rm ratios. The 
most straightforward approach was normalization by the total dose of 
primary Bi+ ions. The other option was normalization by the total in-
tensity of all secondary ions hitting the detector. Finally, the signals 
from spectra measured in the H2 and O2 atmospheres were also 
normalized by the intensity of the H− and O2

− signals, respectively. We 
chose the O2

− signal instead of the O− signal because the latter was 
constantly saturated during O2 flooding and would represent a 
normalization by the constant. 

We also encountered some limitations in the selection of suitable 
metals. Mn and Mo were not analyzed as they are present in the studied 
alloys in too low a concentration to perform a reliable analysis, while Mn 
is present in only one alloy in sufficient quantity, making such an 
analysis deficient and inadequate. The presence in only one alloy at a 
low concentration was a limiting factor for V and Nb as well. Another 
problem with the low concentrations of some metals is the overlap of 

Table 1 
Atomic ratios of the analyzed elements in different alloys expressed in percent (%). The method used for the analyses of the referenced chemical composition is also 
indicated.   

method Al Si Ti V Cr Mn Fe Co Ni Nb Mo 

AlTi 30 XPS 30 0 70 0 0 0 0 0 0 0 0 
AlTi 47 XPS 47 0 53 0 0 0 0 0 0 0 0 
AlCr XPS 37 0 1 0 62 0 0 0 0 0 0 
SiTi 31 XPS 0 31 69 0 0 0 0 0 0 0 0 
SiTi 51 XPS 0 51 49 0 0 0 0 0 0 0 0 
CoCr EDXS 0 1 0 0 31 1 0 63.5 0 0 3.5 
NiTi EDXS 0 0 50 0 0 0 0 0 50 0 0 
AlTiV EDXS 10 0 87 3 0 0 0 0 0 0 0 
Fernico EDXS 0 0 0 0 0 0.5 54 17.5 28 0 0 
Inconel EDXS 0 0 0 0 26 0 2 0 64.5 2.5 5 
Kanthal EDXS 10 0 0 0 22.5 0 67.5 0 0 0 0 
stainless steel EDXS 0 1 0 0 19 1.5 65 0 12 0 1.5 
CoCrFeMnNi XPS 0 0 0 0 19 19 21.5 24 16.5 0 0  
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their low-intensity SIMS signals with other, more intense signals and the 
consequent significant errors in the readings. The Ti in the AlCr sample 
was not included in the calculations for this reason. Fe, on the other 
hand, has sufficiently strong signals for reliable analysis even when 
present at only 2 % (Inconel), but there are limitations associated with 
some specific hydride and oxide signals. An example of a signal- 
abundant mass interval is shown in Fig. 1. Superimposed are the 
spectra of the Fernico alloy and the metals Fe, Co and Ni it contains, 
measured in an H2 atmosphere. The signals of Si in CoCr and stainless 
steel were also intense enough for analysis, although the proportion of Si 
in these alloys is only 1 %. However, when the differences in the ratios of 
an element in different samples are as large as between 1 and 100 %, this 
leads to problems in selecting the appropriate signals for analysis. Sig-
nals that are of ideal intensity in pure Si are extremely weak in CoCr and 
stainless steel and are affected by noise, while signals that are intense 
enough in both alloys are saturated or nearly saturated in pure Si. For 
this reason, we had to analyze the 29Si− ion instead of the Si− ion. 

Dosing the analysis chamber with different gasses and at different 
pressures during the SIMS analyses results in different intensities of the 
emitted signal of ions. In the first phase of our study, the pressures of the 
H2 and O2 atmospheres were chosen so that the analyses were carried 
out as much as possible in the “saturated” region. The small pressure 
changes in this pressure interval are not expected to cause a large dif-
ference in the intensity of the cluster secondary ions (hydrides and ox-
ides). An example of how the intensity of the cluster secondary ions 
changes with increasing H2 pressure is shown in Fig. 2 for the stainless 
steel sample. It can be seen that the increasing pressure initially causes 
an increase in the intensity of the cluster secondary ions, followed by a 
slight plateau at approximately 1 × 10− 6 mbar, and ends with a decrease 
in intensity. The pressure at which this plateau occurs is slightly 
different for the different metals, but the differences are small enough 
that optimal pressure can be chosen. The results of the same-approach 
experiment performed in the O2 atmosphere are shown in SI in Fig. 3, 
where it can be seen that the complexity of the intensity changes is much 
greater in this case. Some oxide signals show a very sharp maximum 

instead of a plateau, while others have a minimum at this pressure. 
Furthermore, maxima and plateaus can be observed at significantly 
different pressures and some oxides even show double maxima/plateaus 
depending on the O2 pressure. These limitations compromise the ability 
to choose an ideal pressure and have a negative impact on the quanti-
fication results. 

Fig. 1. The SIMS spectra of the negative secondary ions from Fernico alloy (black), Fe (red), Co (green) and Ni (blue) acquired in an H2 atmosphere. The spectral 
range between the masses 55.5 and 62.5 is shown, in which the signals of Fe, Co, Ni and their hydrides are present. The intensity of the signals of these secondary ions 
reflects the concentration of certain elements in the Fernico alloy. 

Fig. 2. Changes in the intensity of metal hydride secondary ions emitted from 
the stainless steel sample during a steady increase of the H2 pressure inside the 
analysis chamber to 1 × 10− 5 mbar. For the first 50 s, the pressure was 2 ×
10− 10 mbar (UHV), then the leak valve was opened slightly every 50 s. The 
pressures measured between turns of the valve are noted on the upper x-axis, 
while the lower x-axis shows the time of analysis. The NiH2

− signal was multi-
plied by a factor of 0.3 to avoid too large differences in the intensities of the 
different signals. 
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3.2. SIMS analyses in UHV environment 

The first set of results was obtained in the UHV environment, as this 
is the conventional way of performing SIMS measurements. In UHV, the 
secondary ions that were intense enough for reliable analysis were 

monoatomic and diatomic metal ions (M− and M2
− ). Among diatomic 

secondary ions, Al2− , Si2− , Ti2− and Cr2
− were suitable and intense enough 

for analysis, while the signals of Fe, Co and Ni had interferences mainly 
from mixed metal ions. Mass analyzers with a higher resolving power 
such as orbitrap, FT-ICR or magnetic sector are mainly able to 
discriminate between these ions, but ToF analyzers with the reflectron 
lack this capability in most cases, as the required mass resolution m/Δm 
is at least 25 000. [46] Since these analyses were performed without the 
presence of a gas, we could only normalize the intensities of the sec-
ondary ions of interest by either the total dose of the primary Bi+ ions or 
by the total intensity of all secondary ions. Deviation intervals, 
expressing the deviations of the comparative ratios of the secondary ion 
signals from the true atomic ratios, are shown in Fig. 4 as intervals be-
tween the highest negative and the highest positive deviation when 
considering all alloys containing a metal of interest. The results are 
presented in separate graphs for each type of normalization and only one 
secondary ion represents each element. It was selected according to the 
criterion of the smallest deviation interval among all secondary ions 
analyzed. A list of all these secondary ions together with the deviation 
values measured separately for each alloy is presented in SI in Tables S1 
and S2. 

The deviation intervals also have their uncertainties, but we can only 
approximate them because of their complexity. This is the reason why 
the columns in the diagrams are shown without error bars. The un-
certainties in the deviation intervals are related to intrinsic errors of the 
reference techniques (EDXS and XPS), changes in Bi+ and Cs+ primary 
ion currents and gas pressure during SIMS measurements, mixing of 
layers in multilayered samples, determination of the signal area and 
repeatability errors when considering repetitions of measurements of 

Fig. 3. Changes in the intensity of metal oxide secondary ions emitted from the 
stainless steel sample during a steady increase of the O2 pressure inside the 
analysis chamber to 8 × 10− 6 mbar. For the first 50 s, the pressure was 2 ×
10− 10 mbar (UHV), then the leak valve was opened slightly every 50 s. The 
pressures measured between turns of the valve are noted on the upper x-axis, 
while the lower x-axis shows the time of analysis. 

Fig. 4. Deviation intervals between the highest negative and the highest positive deviation from the atomic ratios listed in Table 1 for measurements in the UHV 
environment. Each element is represented by one secondary ion selected on the basis of the smallest deviation interval among all secondary ions analyzed for 
that element. 
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the same sample. We assume that the relative uncertainty of the devi-
ation intervals is between ± 30 % and ± 50 % of its value. Thus, if the 
deviation interval is 30 % and the worst case scenario with the relative 
uncertainty of ± 50 % is considered, this means that the actual deviation 
interval is between 15 % and 45 %. 

The intensities of the Al2− signal are significantly lower than their true 
values for all alloys, regardless of the type of normalization, as the de-
viations exceed − 90 %. The same applies to the Si2− signal, which was 
normalized by the total dose of Bi+ ions and even reaches a deviation of 
− 99 %. The normalization of the same signal by the total intensity of the 
secondary ions gives slightly better results with an error interval of 81 
%. Similar to Al2− , Ti signals show too low intensities for all alloys. The 
deviation intervals reach 69 % (Ti2− ) and 87 % (Ti− ) for the 

normalization by the total dose of Bi+ ions and the total intensity of all 
secondary ions, respectively. The deviations of the ratios of the Cr2

−

signal vary depending on the type of normalization used. For the 
normalization by the total dose of Bi+ ions, the deviation interval is 76 
%, while the normalization by the total intensity of secondary ions 
shows worse results with a deviation interval of 94 % completely in the 
negative direction. The results for the Fe− signal are even more depen-
dent on the type of normalization. The deviation interval when 
normalizing by Bi+ is only 44 %, while the normalization by the sec-
ondary ions gives an interval of 512 %, with all the comparative ratios 
being higher than their true values. Contrary, in the first case, all ratios 
are lower than their true values. The Co− signal also deviates strongly 
with an interval of 253 % when normalization is performed using the 

Fig. 5. Deviation intervals between the highest negative and the highest positive deviation from the atomic ratios listed in Table 1 for measurements in the O2 
atmosphere in the pressure range between 1 and 3 × 10− 8 mbar. Each element is represented by one secondary ion selected on the basis of the smallest deviation 
interval among all secondary ions analyzed for that element. 
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total dose of Bi+ ions. Normalization by the total intensity of the sec-
ondary ions gives slightly better results with a deviation interval of 92 
%. The Ni− signal has deviation intervals of 228 % when normalized by 
the total dose of Bi+ and 390 % when normalized by the total intensity of 
secondary ions. 

The results measured in the UHV and normalized by the total dose of 
Bi+ ions offer some potential for the quantitative analysis of Fe. 
Normalization by the total intensity of the secondary ions gives poorer 
results because no signal has satisfactory deviation intervals. We can 
conclude that SIMS analysis in the UHV environment is unsuitable for 
quantification in the vast majority of cases. Such results were to be ex-
pected as the substrate, which differs significantly between the different 
samples, causes a significant matrix effect that prevents successful 
quantification. Another substantial factor is a limited selection of signals 
suitable for analysis. For the signals of Fe, Co and Ni there were no al-
ternatives as only M− signals were an option, whereas for Al, Si, Ti and 
Cr we were able to choose between M− and M2

− ions. This issue is at least 
partially solved when a reactive atmosphere is introduced, as the cluster 
ions that are formed provide a wider range of signals that can be used for 
the calculations. 

3.3. SIMS analyses in O2 atmosphere 

Analyses in the O2 atmosphere are a common practice in the SIMS 
community to improve the detection of positive secondary ions due to 
the increased ionization probability in the positive polarity [47]. In our 
study, we were more interested in a possible quantification of the 
negative secondary ions, mainly oxides, measured in the O2 atmosphere 
during Cs+ sputtering. Since Cs implantation significantly improves the 
yield of negative secondary ions [24,25,38,39], we considered only 
these for analysis. In the following, we compare the quality of three 
types of normalization of SIMS signals measured in the O2 atmosphere. 

The secondary ions analyzed were monoatomic and diatomic metal 
ions (M− and M2

− ), metal oxides, dioxides and trioxides (MO− , MO2
− and 

MO3
− ), and dimetal oxides, dioxides, trioxides and tetraoxides (M2O− , 

M2O2
− , M2O3

− and M2O4
− ). The presence of adsorbed oxygen molecules, 

which significantly alter the initial metallic substrate and influence the 
matrix effect, together with the wider arrangement of secondary ions 
available for analysis, led to better results than in the UHV environment. 
Normalization by the total dose of Bi+ ions and the total intensity of 
secondary ions showed promising results for some metals, while 
normalization by the intensity of the O2

− signal was not as successful. The 
results for all three normalizations are shown in Fig. 5. Once more, only 
the secondary ion with the smallest deviation interval among all sec-
ondary ions originating from each element was analyzed. All analyzed 
signals and their deviation values for each alloy containing this element 
are listed in SI in Tables S3, S4 and S5. 

All comparative ratios of the Al− signal are lower than their true 
values, just as in the case of the UHV analysis. However, the deviations 
are smaller in this case, with the best result observed when normalized 
by the total dose of Bi+ ions (− 65 %). This is also the smallest measured 
deviation interval for any type of Al secondary ions that applies to all 
three types of atmospheres. In the case of Si, both the 29Si− and SiO−

signals in the alloys exhibit intensities well below their true values 
regardless of the type of normalization applied. The deviations reach 
and exceed − 90 % in all three cases. The only exception is the SiO− ion 
in the CoCr sample with a deviation of 1 % when normalized by the O2

−

signal. The results of the TiO− signal are much better, at least when 
normalized by the total dose of Bi+ ions and the intensity of all sec-
ondary ions, with deviation intervals of 44 and 40 %, respectively. The 
deviation interval in the case of normalization by the O2

− signal is much 
larger, 316 %. When normalized by the total Bi+ dose, a good result is 
also observed for the Ti2O− signal with a deviation interval of 46 %. The 
deviation intervals of the CrO− signal are relatively high, reaching 66 
and 78 % for the normalization by the total dose of Bi+ and the total 
intensity of all secondary ions, respectively. All comparative ratios are 

lower than their true values. When normalizing by the intensity of the 
O2
− signal, the smallest deviation interval was observed for the CrO3

− ion, 
but the interval still reached 900 %. The analysis of Fe gave similar 
results to Cr. The deviation intervals of the Fe− ion are 30 and 50 % for 
the normalization by the total dose of Bi+ ions and the intensity of all 
secondary ions, respectively, while the FeO2

− signal, normalized by the 
O2
− reaches a deviation interval of 219 %. On the other hand, the mea-

surements of Co show a reversed situation. The CoO− ion has the 
smallest deviation interval when normalized by the O2

− signal, only 49 
%. Normalizations by the total dose of Bi+ ions and the intensity of all 
secondary ions resulted in deviation intervals of 77 and 65 %, respec-
tively. The results of the NiO− signal do not differ significantly 
depending on the type of normalization. The deviation intervals are 78, 
85 and 61 % for the normalization by the total dose of Bi+ ions, the 
intensity of all secondary ions and the intensity of the O2

− ion, 
respectively. 

We can conclude that normalization by the intensity of the O2
− signal 

is a favorable approach only for the analysis of Co with an error interval 
of 49 %, which is a significant improvement compared to the UHV 
analysis. The general problem could be a diatomic form of the O2

− ion 
molecule, but the O− ion was not an option for normalization due to the 
constant saturation of this ion during the analysis of all samples in the O2 
atmosphere. Normalization by the total dose of Bi+ and the total in-
tensity of all secondary ions gives favorable results for Ti and Fe. The 
deviation intervals for none of these two metals exceed 50 %, which 
again represents a significant improvement compared to the UHV 
analysis, where only the Fe− ion, normalized by the total dose of Bi+, has 
an error interval below 50 %. A substantial improvement compared to 
the UHV environment is also observed for Ni, but the error intervals 
remain relatively large. The analysis of Cr in the O2 atmosphere offers 
almost no improvement compared to UHV, while the results for Si even 
deteriorate when O2 is flooded. Finally, the error intervals for Al 
decrease compared to the UHV results and the normalization by the total 
dose of Bi+ ions gives the smallest error interval among all three at-
mospheres tested, but remains relatively high with a value of 65 %. 

3.4. SIMS analyses in H2 atmosphere 

As a third choice of atmosphere during the SIMS analyses, H2 
flooding was applied as a novel approach. We used just under 1 × 10− 6 

mbar of H2 working pressure to maximize the yield of negative metal 
hydride ions for a few different metals. The secondary ions available for 
analysis in the H2 atmosphere were monoatomic and diatomic metal 
ions (M− and M2

− ) and their mono-, di- and trihydrides (MH− , MH2
− , 

MH3
− , M2H− and M2H2

− ). Adsorbed hydrogen further improves the semi- 
quantitative nature of the SIMS method compared to oxygen, as the 
deviation intervals of the comparative ratios of all transition metals 
remain below 50 %. Similar to O2, three different types of normalization 
were applied. Normalization by the total dose of Bi+ ions gives the best 
results for Si and Ti, while normalization by the intensity of the H− ion 
gives the best results for Al, Fe, Co and Ni. Cr has practically the same 
deviation interval for both of these normalizations. The results for 
normalization by the total intensity of all secondary ions are consider-
ably worse. The deviation intervals calculated for all three types of 
normalization are shown in Fig. 6, while the deviations of the compar-
ative ratios of all analyzed secondary ions for each alloy are listed in SI in 
Tables S6, S7 and S8. 

Al is the only metal for which all deviation intervals are larger than 
those measured in UHV and O2 atmosphere. The normalization of the 
Al− signal by the total dose of Bi+ ions results in a deviation interval of 
229 %, the total intensity of all secondary ions in a deviation interval of 
123 % and the intensity of the H− ion in a deviation interval of 94 %. All 
other six investigated metals have the smallest deviation intervals 
measured during the H2 flooding compared to the UHV and O2 atmo-
sphere. However, in the case of Si, it is still relatively large with a value 
of 72 % when the 29Si− ion is normalized by the total dose of Bi+ ions. 
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The same type of normalization gives much better results for the Ti−

signal with a deviation interval of only 23 %. Normalizations of the Ti−

ion by the total intensity of the secondary ions and of the Ti2H− ion by 
the intensity of the H− signal give slightly worse, but still good results, 
55 and 57 %, respectively. The deviation intervals for Cr are almost the 
same when normalized by the total dose of Bi+ ions and the intensity of 
the H− ion. In the first case, the CrH− ion has a deviation interval of 46 % 
and in the second case, the Cr2

− ion reaches an interval of 47 %. The 
normalization based on the intensity of the H− ion also shows good re-
sults for the CrH− ion with a deviation interval of 50 %. The same sec-
ondary ion gives a deviation interval of 57 % when normalized by the 

total intensity of the secondary ions. The FeH− signal has a deviation 
interval of only 22 % when normalized by the intensity of the H− ion, 
while the Fe− signal reaches 40 % when normalized by the total dose of 
Bi+ ions and 95 % when normalized by the total intensity of the sec-
ondary ions. The smallest deviation of the CoH2

− signal is observed when 
normalized by the intensity of the H− ion with an interval of only 31 %. 
The normalization of that same ion by the total dose of Bi+ ions shows a 
deviation interval of 94 % and the normalization of the Co− ion by the 
total intensity of the secondary ions shows an interval of 177 %. The 
normalization by the total intensity of the secondary ions also gives by 
far the worst result in the analysis of Ni with a deviation interval of 257 

Fig. 6. Deviation intervals between the highest negative and the highest positive deviation from the atomic ratios listed in Table 1 for measurements in the H2 
atmosphere in the pressure range between 5 × 10− 7 and 1 × 10− 6 mbar. Each element is represented by one secondary ion selected on the basis of the smallest 
deviation interval among all secondary ions analyzed for that element. 
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%. For the other two Ni options, the deviation intervals are much 
smaller, 59 % when normalizing NiH2

− ion by the total dose of Bi+ and 39 
% when normalizing Ni− ion by the intensity of the H− ion. 

3.5. Comparison of UHV, O2 and H2 atmospheres for the quantification 
aspect of the SIMS method 

We have shown that different secondary ions can be considered for 
quantification depending on the atmosphere used (oxides or hydrides) 
and the type of normalization. The secondary ions with the smallest 
deviation intervals are the same (Al2− , Si2− , Cr2

− , Fe− , Co− and Ni− ), 
regardless of the type of normalization, when the analyses were per-
formed in UHV. The only exception is Ti with both Ti− and Ti2− ions. 
Differences occurred when the O2 atmosphere was applied. Normaliza-
tion by the total dose of Bi+ ions and the total intensity of all secondary 
ions gives exactly the same secondary ion sets, whereas when normal-
ized by the intensity of the O2

− ion, changes in the optimal ions for Si, Cr 
and Fe can be observed. For analyses in the H2 atmosphere, the differ-
ences are even greater, as only the Al− ion is the same for all three types 
of normalization. Nevertheless, the normalizations by the total dose of 
Bi+ ions and the total intensity of secondary ions remain very similar, 
with the only difference being Co, but everything else changes when 
normalizing by the intensity of the H− ion. Even more surprising is the 
fact that Cr and Ni hydrides are the optimal options when normalized by 
total Bi+ ion dose and total secondary ion intensity, but when normal-
ized by H− ion intensity, the optimal ions change to Cr2

− and Ni− . 
However, we do not have sufficient knowledge of the mechanism of 
secondary ion formation to explain this phenomenon, nor do we have 
data to elaborate why for some elements the smallest deviations are 
observed for oxides and hydrides, while for others for pure metal sec-
ondary ions. 

Considering all three types of analytical conditions and all three 
types of normalizations, we found that the H2 atmosphere gives the best 
results for all metals except Al. Normalization by the intensity of the H−

ion provides the smallest deviation intervals for Fe (22 %), Co (31 %) 
and Ni (39 %). Cr normalized in this way has a deviation interval of 47 
%, while normalization by the total dose of Bi+ ions gives an interval of 
46 %. This type of normalization, combined with H2 flooding, gives the 
smallest deviation intervals for Si (72 %) and Ti (23 %). As the only 
exception, Al shows the best results when normalized by the total dose of 
Bi+ ions after analysis in the O2 atmosphere, with a deviation interval of 
65 %. As observed, the transition metals show significantly better results 
than Al and Si, by approximately 20 % or more in absolute units. We can 

therefore conclude that O2 and especially H2 atmospheres significantly 
improve the quantification of transition metals in substantially different 
alloys, while this is not as applicable for the p-block metals and semi-
metals, such as Al and Si in our case. Factors that could contribute to this 
are the reactivities of the analyzed elements, the differences in the 
electronic structures between d-orbital transition metals and p-orbital Al 
and Si, and the mass of these elements, with Al and Si being notably 
lighter. 

Finally, we can compare the deviations of all elements in all alloys 
together for a given atmosphere and type of normalization. Due to the 
differences between the elements of the d-block and the p-block, we 
performed such an analysis only for the transition metals. This approach 
is illustrated in Fig. 7, where the deviation intervals represent the dif-
ference between the highest negative and the highest positive deviation 
from the true value when all five analyzed transition metals (Ti, Cr, Fe, 
Co and Ni) in all alloys are considered. We regarded only the secondary 
ions with the smallest deviation intervals, which are shown in Figs. 4, 5 
and 6. Optimal results are again observed for the H2 atmosphere, as the 
combined deviation interval for normalization by the intensity of the H−

ion is 88 %. Normalization by the total dose of Bi+ ions after analysis in 
H2 and O2 and normalization by the intensity of the secondary ions after 
analysis in O2 give deviation intervals of 140, 116 and 124 %, respec-
tively. All other approaches have combined deviation intervals of 300 % 
or more and even reach 900 %. 

These results demonstrate a beneficial effect of the reactive atmo-
spheres on the semi-quantitative aspect of the SIMS method, at least for 
the transition metals. Adsorbed gas molecules form a new matrix on the 
surface of the sample containing hydrogen or oxygen atoms. The matrix 
effect of this layer, i.e. the influence on the ionization of the emitted 
monoatomic and cluster secondary ions, is approximately the same 
regardless of the metal or alloy analyzed. In this way, the matrix effect of 
the original substrate, as observed prior to the exposure to the reactive 
gasses, is significantly reduced. This phenomenon is similar to reactive 
Cs+ sputtering with implantation of Cs+ ions [35,40,41] and 
metal-assisted or matrix-enhanced SIMS [48–51], while only Cs+

enhancement and a specific approach of in situ metal deposition can be 
applied in depth profiling in the way that gas flooding can [52]. 

Since the best results were obtained in the H2 atmosphere after 
normalization by the intensity of the H− signal, the same could happen if 
normalization by the O− ion was performed in the O2 atmosphere. 
However, such an approach would be very challenging due to the very 
high ionization yield of the O− ion, resulting in very high intensity and 
saturation. A lower transmission to the analyzer could be effective, but 

Fig. 7. Combined deviation intervals between the highest negative and the highest positive deviation from the true atomic ratios listed in Table 1 when considering 
the transition metals (Ti, Cr, Fe, Co and Ni) in all alloys for each type of normalization in each atmosphere. Atmospheres (UHV, O2, and H2) and types of 
normalization are defined on the x-axis. Bi+ stands for normalization by the total dose of Bi+ ions, sec. for normalization by the intensity of all secondary ions, O2

− for 
normalization by the intensity of the O2

− ion, and H− for normalization by the intensity of the H− ion. 
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only if it is applied selectively for the low-mass ions. Otherwise, the 
intensity of the metal and metal oxide ions would become too low for a 
reliable analysis. A lower O2 pressure would be even more problematic, 
as small changes in O2 pressure would cause large changes in the in-
tensity of the oxide signals. The intensity of the metal oxide secondary 
ions would also decrease significantly in this case. Finally, the O2 at-
mosphere could be intrinsically problematic as well, since maxima and 
plateaus of the different oxides differ significantly as a function of O2 
pressure (Fig. 3). Our results showed a dependence of ion signal in-
tensities on gas pressure, suggesting that recombination and cluster 
secondary ion formation should indeed occur at the surface of the 
sample or directly above it immediately after the desorption of the 
particles. [53–57] However, further studies on the mechanism of cluster 
secondary ion formation are beyond the scope of this work, but are 
needed to gain a deeper insight and understanding of these processes. 

4. Conclusion 

Our study shows that reactive atmospheres substantially improve the 
quantitative capabilities of the SIMS method. This was particularly 
demonstrated for the transition metals, while the improvements for the 
p-block elements such as Al and Si are not as significant. The best results 
were observed for the SIMS analyses in the H2 atmosphere in combi-
nation with the normalizations by the intensity of the secondary H− ion 
and the total dose of Bi+ ions in the primary ion beam. The deviation 
intervals of the secondary ions of the analyzed transition metals, which 
had the smallest deviations among all secondary ions originating from 
the respective metal, were 23 % for Ti, 46 % for Cr, 22 % for Fe, 31 % for 
Co and 39 % for Ni. These values are significantly better than the results 
measured in the UHV, where all deviation intervals except for the Fe−

ion reached 70 % or more. The Fe− signal normalized by the total dose of 
Bi+ ions gave a deviation interval of 44 %. The results measured during 
O2 flooding showed improvements compared to the UHV environment, 
but not as prominent as for H2 flooding. In the H2 atmosphere, we 
improved the quantitative analysis of transition metals in significantly 
different alloys consisting of two to five different elements. Further-
more, the atomic ratios of these elements ranged from only a few percent 
to almost 100 %. This is in contrast to previous SIMS studies quantifying 
very similar alloys and compounds, composed of the same elements with 
only minor differences in their relative ratios. For the application of our 
quantitative approach, a current of Bi+ and Cs+ ion beams as stable as 
possible and precise control of the gas pressure in the SIMS analysis 
chamber are crucial. To improve the proposed quantitative approach, 
further studies on the mechanisms of hydride and oxide cluster sec-
ondary ion formation are needed and planned. 
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