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#### Abstract

After 2-crossing-critical graphs were characterized in 2016, their most general subfamily, large 3 -connected 2 -crossing-critical graphs, has attracted separate attention. This paper presents sharp upper and lower bounds for their domination and independence numbers.
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## 1 Introduction

The crossing number $\operatorname{cr}(G)$ of a graph $G$ is the smallest number of edge crossings in a drawing of $G$ in the plane. The topic has been widely studied, see for example $[7,8,17,18$, 20]. A graph $G$ is $k$-crossing-critical if $\operatorname{cr}(G) \geq k$, but every proper subgraph $H$ of $G$ has $\operatorname{cr}(H)<k$. Note that subdividing an edge or its inverse operation (suppressing a vertex)

[^0]do not affect the crossing number of a graph. Thus we can restrict our studies to graphs without degree 2 vertices. Under this restriction, Kuratowski's Theorem tells us that the only 1-crossing-critical graphs are $K_{5}$ and $K_{3,3}$. The classification of 2-crossing-critical graphs has been of interest since the 1980s. Partial results on the topic have been reported in $[2,9,12,16,19]$, and some related results can be found in $[1,10,13]$. Crossing numbers of graphs with a tile structure have been studied in [14, 15]. Finally, Bokal, Oporewski, Richter, and Salazar [6] provided an almost complete characterization of 2-crossing-critical graphs. In particular, they describe a tile structure of large 3-connected 2 -crossing-critical graphs (i.e., all but finitely many 3 -connected 2 -crossing-critical graphs). Recently, the degree properties of crossing-critical graphs have been studied in [3, 5, 11].

The above-mentioned large 3 -connected 2 -crossing-critical graphs have since attracted separate attention, see [4, 21, 22]. In [21, 22], the Hamiltonicity of these graphs is discussed, and the number of all Hamiltonian cycles is determined. In [4], several additional properties of large 3 -connected 2 -crossing-critical graphs have been studied. In particular, the number of vertices and edges can be determined from the signature of a graph, and several results regarding their chromatic number, chromatic index, and tree-width are presented. In the present paper, we extend the studies of large 3 -connected 2 -crossing-critical graphs to their domination and independence numbers.

The rest of the paper is organized as follows. In the next section, necessary definitions and known results are listed. In Section 3, the sharp upper and lower bounds for the domination number of large 3 -connected 2 -crossing-critical graphs are given, while in Section 4 analogous results are proved for their independence number.

## 2 Preliminaries

Let $G$ be a graph. Its vertex set is denoted by $V(G)$ and its edge set by $E(G)$. The (open) neighborhood of a vertex $v \in V(G)$ is $N(v)=\{u \in V(G) ; u v \in E(G)\}$ and the closed neighborhood of $v$ is $N[v]=\{v\} \cup N(v)$. Similarly, for $D \subseteq V(G), N[D]=\bigcup_{v \in D} N[v]$ is the closed neighborhood of $D$. Note also that $[n]=\{1, \ldots, n\}$ and that the reversed sequence of a sequence $a$ is denoted by $\bar{a}$.

We now recall the definitions of the domination number and the independence number.
Definition 2.1. Let $G$ be a graph. A subset $D \subseteq V(G)$ dominates the set of vertices $X \subseteq V(G)$ if $X \subseteq N[D]$. If $N[D]=V(G)$, then $D$ is a dominating set of $G$. The domination number $\gamma(G)$ of a graph $G$ is the size of a smallest dominating set in $G$.

Definition 2.2. Let $G$ be a graph. A subset $X \subseteq V(G)$ is independent if none of the vertices from $X$ are adjacent. The independence number $\alpha(G)$ of the graph $G$ is the size of a largest independent set.

In the rest of the section, we recall the characterization of 2-crossing-critical graphs and provide the necessary definitions which help us describe large 3 -connected 2 -crossingcritical graphs, i.e., graphs studied in this paper. Note that vertices of degrees 1 and 2 do not affect the crossing number, thus the assumption that the minimum degree is at least 3 is reasonable. Note also that $V_{10}$ is the graph obtained from $C_{10}$ by adding the five diagonal edges. We quote the following theorem from [6]. The detailed explanation of the terminology used in this theorem is given afterwards.

Theorem 2.3 ([6, Theorem 1.1]). Let $G$ be a 2-crossing-critical graph with a minimum degree of at least 3 . Then one of the following holds.
(i) $G$ is 3 -connected, contains a subdivision of $V_{10}$, and has a very particular twisted Möbius band tile structure, with each tile isomorphic to one of 42 possibilities.
(ii) $G$ is 3-connected, does not have a subdivision of $V_{10}$, and has at most 3 million vertices.
(iii) $G$ is not 3-connected and is one of 49 particular examples.
(iv) $G$ is 2-but not 3 -connected and is obtained from a 3-connected 2 -crossing-critical graph by replacing digons with digonal paths.

In the present paper, we study graphs from (i), i.e., 3 -connected 2 -crossing-critical graphs that contain a subdivision of $V_{10}$. Since 3-connected 2-crossing-critical graphs that do not contain a subdivision of $V_{10}$ have at most 3 million vertices, we may call graphs from Theorem 2.3(i) large 3-connected 2-crossing-critical graphs or large 3-con 2-cc graphs for short. This abbreviation is used throughout the paper. Note that it would also be interesting to study other subclasses of graphs, especially graphs from (iv). However, like in [4], we restrict our studies to graphs from (i).

To understand the tile structure of large 3-con 2-cc graphs, we need the following definitions that first appeared in [14, 15].

Definition 2.4. 1. A tile is a triplet $T=(G, \lambda, \rho)$, where $G$ is a graph and $\lambda, \rho$ are sequences of pairwise distinct vertices of $G$, where no vertex of $G$ appears in both $\lambda$ and $\rho$. The left wall of $T$ is $\lambda$, and the right wall of $T$ is $\rho$.
2. A tile drawing is a drawing $D$ of $G$ in the unit square $[0,1] \times[0,1]$ for which the intersection of the boundary of the square with $D$ contains precisely the images of the left wall $\lambda$ and the right wall $\rho$, and these are drawn in $\{0\} \times[0,1]$ and $\{1\} \times[0,1]$, respectively, such that the $y$-coordinates of the vertices are increasing with respect to their orders in the sequences $\lambda$ and $\rho$.
3. The tiles $T=(G, \lambda, \rho)$ and $T^{\prime}=\left(G^{\prime}, \lambda^{\prime}, \rho^{\prime}\right)$ are compatible if $|\rho|=\left|\lambda^{\prime}\right|$.
4. A sequence $\left(T_{0}, \ldots, T_{m}\right)$ of tiles is compatible if $T_{i-1}$ is compatible with $T_{i}$ for every $i \in[m]$.
5. The join of compatible tiles $(G, \lambda, \rho)$ and $\left(G^{\prime}, \lambda^{\prime}, \rho^{\prime}\right)$ is the tile, denoted as $(G, \lambda, \rho) \otimes$ $\left(G^{\prime}, \lambda^{\prime}, \rho^{\prime}\right)$, whose graph is obtained from $G$ and $G^{\prime}$ by identifying the sequence $\rho$ term by term with the sequence $\lambda^{\prime}$. The left wall of the obtained tile is $\lambda$ and the right wall is $\rho^{\prime}$.
6. The join $\otimes \mathcal{T}$ of a compatible sequence $\mathcal{T}=\left(T_{0}, \ldots, T_{m}\right)$ of tiles is defined as $T_{0} \otimes \cdots \otimes T_{m}$.
7. A tile $T$ is cyclically-compatible if $T$ is compatible with itself. For a cyclicallycompatible tile $T$, the cyclization of $T$ is the graph $\circ T$ obtained by identifying the respective vertices of the left wall with the right wall. Cyclization of a cyclicallycompatible sequence of tiles is $\circ \mathcal{T}=\circ(\otimes \mathcal{T})$.
8. Let $T=(G, \lambda, \rho)$ be a tile. The right-inverted tile of $T$ is $T^{\uparrow}=(G, \lambda, \bar{\rho})$. The left-inverted tile of $T$ is $\uparrow T=(G, \bar{\lambda}, \rho)$. The inverted tile is ${ }^{\imath} T^{\uparrow}=(G, \bar{\lambda}, \bar{\rho})$. The reversed tile is $T^{\leftrightarrow}=(G, \rho, \lambda)$.

Note that $\otimes \mathcal{T}$ in Definition 2.4, 6. is well-defined since $\otimes$ is associative.
Definition 2.5. The set $\mathcal{S}$ of tiles consists of tiles obtained as a combination of one of the two frames shown in Figure 1 and one of the 13 pictures shown in Figure 2 in such a way that a picture is inserted into a frame by identifying the two geometric squares. (This can mean subdividing the frame's square.) A given picture can be inserted into a frame either with the given orientation or with a $180^{\circ}$ rotation.


Figure 1: Both possible frames.


Figure 2: All possible pictures. For later need, the red vertices mark a dominating set of each of them.

Note that each picture yields either two or four tiles in $\mathcal{S}$. Altogether the set $\mathcal{S}$ contains 42 different tiles. For example, in Figure 3 we see that picture $V I A$ yields four different tiles.

We can now define the tile structure of graphs that are of our interest. Their definition first appeared in [6].

Definition 2.6. The set $\mathcal{T}(\mathcal{S})$ consists of all graphs of the form $\circ\left((\otimes \mathcal{T})^{\mathcal{I}}\right)$, where $\mathcal{T}$ is a sequence $\left(T_{0}, \downarrow T_{1}^{\uparrow}, T_{2}, \ldots,{ }^{\downarrow} T_{2 m-1}^{\uparrow}, T_{2 m}\right)$, where $m \geq 1$ and $T_{i} \in \mathcal{S}$ for every $i \in$ $\{0, \ldots, 2 m\}$. The obtained vertices of degree 2 are suppressed.

Suppressing a vertex of degree 2 is the inverse operation to subdividing an edge, and it does not affect the crossing number of a graph. Note that for the case of calculating the domination and independence numbers of graphs, double edges can be replaced with single ones without changing the invariant.


Figure 3: All possible tiles that can be obtained from picture $V I A$.

Theorem 2.7 ([6, Theorems 2.18 and 2.19]). Each graph from $\mathcal{T}(\mathcal{S})$ is 3-connected and 2 -crossing-critical. Moreover, all but finitely many 3-connected 2 -crossing-critical graphs are contained in $\mathcal{T}(\mathcal{S})$.

Theorem 2.7 gives a nice representation of large 3-con 2-cc graphs, i.e., graphs from Theorem 2.3(i).

Graphs from the set $\mathcal{T}(\mathcal{S})$ can be described as sequences over the alphabet $\Sigma=$ $\{L, d, A, B, D, H, I, V\}$ (see [22]). A signature of a tile $T$ is

$$
\operatorname{sig}(T)=P_{t} I d P_{b} F r
$$

where $P_{t} \in\{A, B, D, H, V\}$ describes the top path of the picture, $I d \in\{I, \emptyset\}$ indicates a possible identifier of the picture, $P_{b} \in\{A, B, D, V, \emptyset\}$ describes the bottom path of the picture, and $F r \in\{L, d L\}$ describes the frame. Here, $\emptyset$ labels the empty word. See Figure 1 for possible signatures of frames $(F r)$, Figure 2 for all possible signatures of pictures $\left(P_{t} I d P_{b}\right)$, and Figure 3 for an additional example of how to describe a tile with its signature.

For a graph $G \in \mathcal{T}(\mathcal{S}), G=\circ\left((\otimes \mathcal{T})^{\mathfrak{\imath}}\right)=\left(T_{0},{ }^{\imath} T_{1}^{\mathfrak{\imath}}, T_{2}, \ldots,{ }^{\downarrow} T_{2 m-1}^{\mathfrak{\imath}}, T_{2 m}\right)$, a signature is defined as

$$
\operatorname{sig}(G)=\operatorname{sig}\left(T_{0}\right) \operatorname{sig}\left(T_{1}\right) \cdots \operatorname{sig}\left(T_{2 m}\right)
$$

Additionally, $\# X$ denotes the number of occurrences of $X$ in $\operatorname{sig}(G)$, where $X \in \Sigma$. Given a tile $T$, the join of a sequence of $k$ tiles, starting with $T$ and then alternating between $T$ and $T^{\imath}$, is denoted by $k \cdot T$.

## 3 Domination number

In this section, we present an upper bound and a lower bound for the domination number of large 3 -con 2 -cc graphs, including equality cases for both bounds.

### 3.1 Upper bound

Theorem 3.1. If $G$ is a large 3-con 2-cc graph, then

$$
\gamma(G) \leq \# A+\# B+\# D+\# V+2 \cdot \# H-\# A I V-\# V I A
$$

Proof. Each vertex lies on at least one picture. Thus, if $D \subseteq V(G)$ dominates all vertices in each picture, then D is a dominating set of G . Inside each picture we have at least one path (by path we mean the top and the bottom path as in the definition of the signature of a tile). We can see that domination of $A, B, D$, and $V$ requires at least one vertex, while domination of $H$ requires two vertices. The only exceptions are pictures $A I V$ and $V I A$, where domination of the picture only requires one vertex and not two, which would be the result of the summation of domination numbers of paths $A$ and $V$. Figure 2 shows all possible pictures with marked smallest dominating sets.

Edges between pictures only add edges between vertices and lower the domination number. This means that the domination number has an upper bound of the sum of domination numbers for individual paths.

The upper bound from Theorem 3.1 is sharp, which can be seen in the following two examples. They also show that the number of frames $L$ and $d L$ does not affect the upper bound.

Example 3.2. Let $G_{1}=n \cdot V B d L$, where $n \geq 3$ is an odd number. Figure 4 shows a dominating set of size $2 n$, meaning $\gamma\left(G_{1}\right) \leq 2 n$. The formula from Theorem 3.1 shows the same, as $\# A+\# B+\# D+\# V+2 \cdot \# H-\# A I V-\# V I A=2 n$.


Figure 4: Graph $G_{1}$ with a marked dominating set of size $2 n$. Note that to obtain the desired graph, vertices $a$ are identified, vertices $b$ are identified, and after this vertices of degree 2 are suppressed. The same simplification of drawings is used for the rest of the paper.

Assume $\gamma\left(G_{1}\right)<2 n$. The Pigeonhole principle says that there exists at least one picture, which is dominated by at most one vertex. Vertices in the corners of the picture can be dominated by vertices from neighboring pictures. The remaining three inner vertices, which we get from $B$ and $V$ and are painted orange in Figure 5, are yet to be dominated. Since these three vertices cannot be dominated by one vertex, we need at least two vertices to dominate this picture, which leads to a contradiction. Therefore $\gamma\left(G_{1}\right) \geq 2 n$.


Figure 5: Picture $V B$, where we require that the inner vertices, marked orange, are dominated by one vertex.

From this, it follows that $\gamma\left(G_{1}\right)=2 n$.
Example 3.3. Let $G_{2}=n \cdot A I V L$, where $n \geq 3$ is an odd number. We can find a dominating set of size $n$ (see Figure 6), thus $\gamma\left(G_{2}\right) \leq n$. This also follows from the formula in Theorem 3.1, as $\# A+\# B+\# D+\# V+2 \cdot \# H-\# A I V-\# V I A=n$.


Figure 6: Graph $G_{2}$ with a marked dominating set of size $n$.

We next show that $\gamma\left(G_{2}\right) \geq n$. Divide the graph $G_{2}$ into $n$ disjoint subgraphs, as shown in Figure 7. Each subgraph is induced on the closed neighborhood of the degree 3 vertex and is isomorphic to the paw graph. The position of degree 3 vertices in $G_{2}$ ensures that the obtained $n$ subgraphs are all pairwise disjoint. We notice that the middle vertex of each subgraph (the vertex of degree 3) can only be dominated by one of the vertices in the same subgraph. Hence we must choose at least one vertex from each one of the $n$ disjoint subgraphs, which means that $\gamma\left(G_{2}\right) \geq n$.


Figure 7: Graph $G_{2}$ with disjoint subgraphs marked orange and the middle vertex of each subgraph marked blue. Recall that when vertex $a$ is identified, the obtained vertex of degree 2 is suppressed.

It follows that $\gamma\left(G_{2}\right)=n$.

### 3.2 Lower bound

Theorem 3.4. If $G$ is a large 3-con 2-cc graph, then

$$
\gamma(G) \geq\left\lceil\frac{2}{3} \cdot \# L\right\rceil
$$

Before proving the result, we list two useful observations. Let $G$ be a large 3-con 2-cc graph.

1. Every vertex of $G$ lies on at least one and at most two tiles.
2. All vertices of a picture $P$ can be dominated by a single vertex $v$ only if the picture is $V I A$. Moreover, in this case, the vertex $v$ only dominates vertices within picture $P$.

Proof of Theorem 3.4. Let $G$ be a 3 -con 2-cc graph. We can assume that $G$ only has $L$ frames, since replacing $d L$ frames with $L$ frames means that we contract some edges, which can only decrease the domination number. Replacing $d L$ frames with $L$ frames doesn't change the number $\# L$.

From Observation 1 we know that every vertex of $G$ lies either on only one tile or on two consecutive tiles. If it lies on only one tile, we say that it belongs to that tile. If it lies on two tiles, we say that it belongs to the tile on the right. Hence every vertex belongs to exactly one tile.

Let $D$ be a smallest dominating set of $G$. First we show that for every trinity of consecutive tiles, there exist at least two vertices from the set $D$ that belong to one of the tiles in the trinity. Figure 8 shows frames of a trinity of tiles (without the pictures). Vertices that are marked red belong to one of the tiles in the trinity. Vertices that are marked with a green circle can only be dominated from one of the vertices that belong to the trinity of tiles.

From Observation 2 it follows that we need at least two elements from the set $D$ to dominate all green vertices. Hence there exist at least two vertices from the set $D$ that belong to the trinity of tiles.


Figure 8: A trinity of consecutive tiles. Vertices that are marked with a green circle can only be dominated from one of the vertices that belong to this trinity of tiles.

Now we can prove that $|D| \geq \frac{2}{3} \# L$. There are $\# L$ trinities of consecutive tiles in the graph $G$, we denote them $1,2, \ldots, \# L$. Let

$$
D^{\prime}=\{(d, k) \mid d \in D, d \text { belongs to one of the tiles in the trinity } k\}
$$

Since each vertex belongs to exactly three trinities of consecutive tiles, it follows that $\left|D^{\prime}\right|=3 \cdot|D|$. For every trinity of tiles $k$, there exist at least two vertices from $D$ that belong to tiles in the trinity $k$. Hence there exist at least two elements in $D^{\prime}$ with second component $k$ for every $k=1,2, \ldots, \# L$. Therefore $\left|D^{\prime}\right| \geq 2 \cdot \# L$, hence it holds that $3 \cdot|D| \geq 2 \cdot \# L$. Because the domination number of $G$ is an integer, it follows that $\gamma(G) \geq\left\lceil\frac{2}{3} \cdot \# L\right\rceil$.

The lower bound from Theorem 3.4 is sharp, which can be seen in the following example.

Example 3.5. Let $G_{3}=n \cdot D D L D D L A I V L$, where $n \geq 1$ is an odd number. Figure 9 shows the dominating set of size $\frac{2}{3} \cdot 3 \cdot n$, meaning $\gamma\left(G_{3}\right) \leq 2 n$. Our formula from Theorem 3.4 shows the same, as $\left\lceil\frac{2}{3} \cdot \# L\right\rceil=\left\lceil\frac{2}{3} \cdot 3 \cdot n\right\rceil=2 n$.


Figure 9: Graph $G_{3}$ with a marked dominating set of size $2 n$.
Every trinity of consecutive pictures $D D L D D L A I V L$ requires at least two vertices from the dominating set to dominate all the inner vertices of the trinity, which are marked orange in Figure 10. This means that at least two vertices are needed to dominate this trinity of pictures. Therefore $\gamma\left(G_{3}\right) \geq 2 n$.

From this follows that $\gamma\left(G_{3}\right)=2 n$.


Figure 10: Trinity of consecutive pictures $D D L D D L A I V L$, where we want the inner vertices, marked orange, to be dominated by one vertex. Note that none of these vertices can be dominated by a vertex outside of this trinity of tiles.

## 4 Independence number

In this section, we present sharp upper and lower bounds for the independence number of large 3-con 2-cc graphs.

### 4.1 Upper bound

Theorem 4.1. If $G$ is a large 3-con 2-cc graph, then

$$
\alpha(G) \leq\left\lfloor\frac{|\mathrm{V}(G)|}{2}\right\rfloor
$$

Proof. Since all large 3-con 2-cc graphs are Hamiltonian [22], and the independence number of Hamiltonian graphs is at most $\frac{1}{2}|\mathrm{~V}(G)|$, we obtain the desired upper bound.

The following example shows that the upper bound from Theorem 4.1 is sharp.
Example 4.2. Let $G_{4}=n \cdot H d L$, where $n \geq 3$ is an odd number. Then $\left|\mathrm{V}\left(G_{4}\right)\right|=6 n$. Figure 11 shows that we can choose $3 n$ independent vertices from the graph $G_{4}$, meaning $\alpha\left(G_{4}\right) \geq 3 n$.


Figure 11: Graph $G_{4}$ with a marked independent set of size $3 n$.
Every vertex of graph $G_{4}$ lies in exactly one picture. Since we can choose at most three independent vertices in each of the $n$ pictures, $\alpha\left(G_{4}\right) \leq 3 n$, which is also the result of Theorem 4.1. Therefore $\alpha\left(G_{4}\right)=3 n=\left\lfloor\frac{\left\lfloor\mathrm{V}\left(G_{4}\right) \mid\right.}{2}\right\rfloor$.

### 4.2 Lower bound

Theorem 4.3. If $G$ is a large 3-con 2-cc graph, then

$$
\alpha(G) \geq \min \{\# L+\# d, 2 \cdot \# L-1\} .
$$

Proof. For every large 3-con 2-cc graph $G$ we can construct the graph $G^{\prime}$ from the same frames used for $G$, without using the pictures. We notice that if we add pictures into the frames in $G^{\prime}$ to get the original graph $G$, we only add vertices and do not connect any
vertices that were previously not connected, thus any picture we add can only increase the independence number, therefore $\alpha(G) \geq \alpha\left(G^{\prime}\right)$. Note that the graph $G^{\prime}$ will have the same number of frames $L$ and $d L$ as the initial graph $G$. Therefore it suffices to prove the proposed lower bound for the graph $G^{\prime}$.

We distinguish two cases, the first case is if there are only $d L$ frames and the second if there is at least one $L$ frame.

Case 1 If there are only $d L$ frames, we can find $2 \cdot \# L-1$ independent vertices, as is shown in Figure 12. Note that in this case $\min \{\# L+\# d, 2 \cdot \# L-1\}=2 \cdot \# L-1$.


Figure 12: Graph $G^{\prime}$ from Case 1 with a marked independent set of size $2 \cdot \# L-1$.

Case 2 If there is at least one $L$ frame, then we can choose the independent set based on the following method. Note that double edges can be ignored when studying the independence number. The graph $G^{\prime}$ is then composed of 3 - and 4 -cycles, which are connected with additional edges (marked orange in Figure 13). These additional edges come from where the top and bottom paths of the pictures were in $G$. To obtain an independent set of appropriate size, we select one vertex from each 3cycle and two vertices from each 4 -cycle. For every 3 -cycle, we select the vertex of degree 3 on its left side. If we have two consecutive 3 -cycles, the vertices we chose from them are independent. When selecting vertices in the 4 -cycles, we consider all consecutive 4 -cycles between two 3 -cycles and select vertices for the independent set in these 4 -cycles from right to left. The 3 -cycle on the right of the consecutive 4 -cycles determines how we choose the independent set in the right-most 4 -cycle, which in turn uniquely determines how we select two independent vertices in each of these 4 -cycles (in the same manner as in Figure 12). Notice that the 3 -cycle on the left of these 4 -cycles gives no restriction on the selected vertices.


Figure 13: An example of the graph $G^{\prime}$ from Case 2 with a marked independent set of size $\# L+\# d$. The edges that connect the 3 - and 4-cycles are marked orange.

We have thus chosen two vertices in each 4-cycle and one vertex in each 3-cycle. Since the number of 3 -cycles is $\# L-\# d$ and the number of 4 -cycles is $\# d$, we have found an independent set of size $(\# L-\# d)+2 \cdot \# d=\# L+\# d$. Note that in this case $\min \{\# L+\# d, 2 \cdot \# L-1\}=\# L+\# d$.

The following two examples show that the lower bound from Theorem 4.3 is sharp. The first example naturally follows from the proof of Theorem 4.3, while the second example provides a non-trivial family of sharpness examples. Additionally, examples are selected in such a way that different parts of the minimum are attained.

Example 4.4. Let $G_{5}$ be a large 3-con 2-cc graph built from tiles $D D d L$ and $D D L$, so that not all of the tiles are $D D d L$.

From Theorem 4.3 we know that $\alpha\left(G_{5}\right) \geq \# L+\# d$. Similarly as in the proof, we can find \#d 4-cycles and $\# L-\# d 3$-cycles in $G_{5}$, so that every vertex lies on exactly one of them. Every 4 -cycle is formed by the two vertices on the right of a $D D d L$ tile and the two vertices on the left of the next tile to the right. Every 3 -cycle is formed by the two vertices on the right of a $D D L$ tile and the two vertices on the left of the next tile. Two of those vertices are identified, thus giving us a 3 -cycle. The 3 -cycles and 4 -cycles are marked in Figure 14.


Figure 14: Graph $G_{5}$ with marked 3-cycles and 4-cycles.
We can choose at most one independent vertex from every 3 -cycle and at most two independent vertices from every 4-cycle, therefore $\alpha\left(G_{5}\right) \leq 2 \cdot \# d+1 \cdot(\# L-\# d)=$ $\# L+\# d$.

From this it follows that $\alpha\left(G_{5}\right)=\# L+\# d$.
Example 4.5. Let $G_{6}$ be a large 3-con 2-cc graph that is built from $D D d L, V I A d L$, and $A I V d L$ tiles, but not all tiles are $V I A d L$, and not all tiles are $A I V d L$.

From Theorem 4.3 we know that $\alpha\left(G_{6}\right) \geq 2 \cdot \# L-1$. We can find at most two independent vertices in each of the tiles $D D d L$, $V I A d L$, and $A I V d L$, therefore we can find at most $2 \cdot \# L$ independent vertices in $G_{6}$.

For contradiction suppose that $\alpha\left(G_{6}\right) \neq 2 \cdot \# L-1$, meaning $\alpha\left(G_{6}\right)=2 \cdot \# L$. We try to construct an independent set $A$ with $2 \cdot \# L$ vertices. Set $A$ must include exactly two vertices from every tile because otherwise set $A$ would have to include at least 3 vertices from one tile, which is impossible.

There are two different ways in which we can choose two independent vertices from a $D D d L$ tile, and three different ways for tiles $V I A d L$ and $A I V d L$. All options are shown in Figure 15.

Even though tiles $V I A d L$ and $A I V d L$ have a third option for the choice of two independent vertices (where the selected vertices are not diagonal), we can't choose the vertices in set $A$ in this way, since we know that we have to choose two independent vertices from every tile. If we choose the top and bottom right vertex in a $V I A d L$ tile, then the only way to choose two vertices in the next tile is if that tile is also a $V I A d L$ tile and we choose the top and bottom right vertices. We continue this for all tiles, but since not all tiles are $V I A d L$, at some point we are not able to choose two independent vertices in the next tile. For the same reason, we also cannot choose the two vertices on the left of an $A I V d L$ tile.


Figure 15: Tiles $D D d L, V I A d L$, and $A I V d L$ with two independent vertices marked.

This means that for all tiles, the two vertices that are included in set $A$ are the diagonal ones, without loss of generality we can assume that those diagonal vertices in the first tile are the bottom left and the top-right vertex. This choice determines which vertices we must choose in the tile to the right and so on, as is shown in Figure 16.


Figure 16: Graph $G_{6}^{\prime}$ was constructed from the same frames used for $G_{6}$, without using the pictures. The first tile of graph $G_{6}^{\prime}$ determines which two vertices are included in set $A$ for all other tiles. When we get to the last tile, we get a contradiction (marked orange).

When we get to the last tile we get a contradiction. Because of the tile to the left, the only possible vertices from the last tile that can be included in $A$ are the bottom left and the top-right vertex. But the top-right vertex is connected to a vertex in the first tile that is already included in set $A$, therefore set $A$ cannot include two vertices from the last tile.

This means that the independent set $A$ that has $2 \cdot \# L$ elements cannot exist and $\alpha\left(G_{6}\right)=2 \cdot \# L-1$.
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