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Clustering and Blockmodeling Temporal
Networks — Two Indirect Approaches

Vladimir Batagelj

Abstract Two approaches to clustering and blockmodeling of temporal networks
are presented: the first is based on an adaptation of the clustering of symbolic data
described by modal values and the second is based on clustering with relational
constraints. Different options for describing a temporal block model are discussed.
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ysis, clustering with relational constraints

1 Temporal Networks

Temporal networks described by temporal quantities (TQs) were introduced in the
paper [2]. We get a temporal network No-= (V, L, T, P, W) by attaching the time
7 to an ordinary network, where V is the set of nodes, L is the set of links, # is
the set of node properties, ‘W is the set of link weights, and 7 = [Tynin, Tinax) 1S @
linearly ordered set of time points # € 7~ which are usually integers or reals.

In a temporal network nodes/links activity/presence, nodes properties, and links
weights can change through time. These changes are described with TQs. A TQ
is described by a sequence a = [(s,, fr,vr) = r = 1,2,...,k] where [s,, f;)
determines a time interval and v, is the value of the TQ a on this interval. The set
T, = U,[sr, fr) is called the activity set of a. For t ¢ T, its value is undefined,
a(t) =&.

Assuming that forevery x e RU {88} : x + ¥ =8+x=xandx - ¥ =38 -x =8
we can extend the addition and multiplication to TQs
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(a+b)(t)=a(t)+b(t) and Tup =T, UTp
(a-b)(t)=a(®)-b(t) and T,p=T,NTp

Let Ty (v) € 7, Ty € P, be the activity set for anode v € V and T (€) € T,
Tr € ‘W, the activity set for a link £ € L. The following consistency condition
must be fulfilled for activity sets: If a link £(u, v) is active at the time point ¢ then its
end-nodes u and v should be active at the time point ¢ : T, (€(u, v)) C Ty (u) NTy (v).

In the following we will need

1. Total: total(a) = X;(f; — si) - v;
total(a)

|74l
3. Maximum: max(a) = max; v;

2. Average: average(a) = where |T,| = 2;(fi — i)

To support the computations with TQs we developed in Python the libraries TQ
and Nets, see https://github.com/bavla/TQ.

2 Traditional (Generalized) Blockmodeling Scheme

A blockmodel (BM) [11] consists of structures
obtained by identifying all units from the same
cluster of the clustering / partition C = {C;},
n(v) = i © v € C;. Each pair of clusters
(Ci, C;) determines a block consisting of links
linking C; to C;. For an exact definition of a
blockmodel we have to be precise also about
which blocks produce an arc in the reduced \l/,u #\l/
graph on classes and which do not, what is the 0

weight of this arc, and in the case of general- O%O
ized BM, of what fype. The reduced graph can r?

be represented by relational matrix, called also  Fig.1 Blockmodel.

image matrix.

To develop a BM method we specify a criterion function P(u) measuring the
"error" of the BM u. We can introduce additional knowledge by constraining the
partitions to a set ®@ of feasible partitions. We are searching for a partition 7* € ®
such that the corresponding BM u* minimizes the criterion function P(u).

3 BM of Temporal Networks

For an early attempt of temporal network BM see [2, 5]. To the traditional BM
scheme we add the time dimension. We assume that the network is described using
temporal quantities [2] for nodes/links activity/presence, and some nodes properties
and links weights. Then also the BM partition 7 is described for each node v with a
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temporal quantity 7 (v,1): 7(v,t) = i means that in time # node v belongs to cluster
i. The structure and activity of clusters C;(¢) = {v : 7 (v, ) = i} can change through
time, but they preserve their identity.

For the BM u the clusters are mapped into BM nodes i : C; — [i]. To determine
the BM we still have to specify how the links from C; to C; are represented in the
BM - in general, for the model arc ([7], [j]), we have to specify two TQs: its weight
a;j and, in the case of generalized BM, its fype 7;;. The weight can be an object of a
different type than the weights of the block links in the original temporal network.

We assume that in a temporal network N = (V, L, T, P, W) the links weight is
described by a TQ w € W . In the following years we intend to develop BM methods
case by case.

1. constant partition — nodes stay in the same cluster all the time:

a. indirect approach based on clustering of TQs: p(v) = X, en () w(V,u),
hierarchical clustering and leaders;

b. indirect approach by conversion to the clustering with relation constraint
(CRO);

c. direct approach by (local) optimization of the criterion function P over ®

2. dynamic partition — nodes can move between clusters through time. The details
are still to be elaborated.

In this paper, we present approaches for cases 1.a and 1.b.
In the literature there exist other approaches to BM of temporal networks. A
recent overview is available in the book [12].

3.1 Adapted Symbolic Clustering Methods

In [8] we adapted traditional leaders [13, 10] and agglomerative hierarchical [14, 1]
clustering methods for clustering of modal-valued symbolic data. They can be almost
directly applied for clustering units described by variables that have for their values
temporal quantities.

For a unit X;, each variable V; is described with a size 4;; and a temporal quantity
X;j, Xij = (hij,X;;). In our algorithms we use normalized values of temporal
variables V' = (h, p) where

Uy

p:[(Sr7frapr):r:1,2,-..,k] and pr:ﬁ

In the case, when h = total(x), the normalized TQ p is essentially a probability
distribution.
Both methods create cluster representatives that are represented in the same way.
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3.2 Clustering of Temporal Network and CRC

To use the CRC in the construction of a nodes partition we have to define a dissim-
ilarity measure d(u, v) (or a similarity s(u, v)) between nodes. An obvious solution
is s(u,v) = f(w(u,v)), for example

1. Total activity:  s1(u,v) = total(w(u, v))
2. Average activity:  sp(u,v) = average(w(u, v))
3. Maximal activity:  s3(u,v) = max(w(u,v))

We can transform a similarity s(u,v) into a dissimilarity by d(u,v) = le) or

d(u,v) = S — s(u,v) where S > max, , s(u,v). In this way, we transformed the
temporal network partitioning problem into a clustering with relational constraints
problem [6, 360-369]. It can be efficiently solved also for large sparse networks.

3.3 Block Model

Having the partition , to produce a BM we have to specify the values on its links.
There are different options for model links weights a(([{], [/])).

1. Temporal quantities: a(([i], [j1)) = activity(C;, C}) = Ty ec,.vec; w(u,v), for
i # j.and a(([i]. [i])) = Jactivity(C;. Co).
2. Total intensities: a,(([i]. [/1)) = total(a(([]. [j1))) .

3. Geometric average intensities: ag(([i], [j])) = M
ICil - 1C;]

4 Example: September 11th Reuters Terror News

The Reuters Terror News network was obtained from the CRA (Centering Resonance
Analysis) networks produced by Steve Corman and Kevin Dooley at Arizona State
University. The network is based on all the stories released during 66 consecutive
days by the news agency Reuters concerning the September 11 attack on the U.S.,
beginning at 9:00 AM EST 9/11/01.

The nodes, n = 13332, of this network are important words (terms). For a given
day, there is an edge between two words iff they appear in the same utterance (for
details see the paper [9]). The network has m = 243447 edges. The weight of an
edge is its daily frequency. There are no loops in the network. The network Terror
News is undirected — so will be also its BM.

The Reuters Terror News network was used as a case network for the Viszards
visualization session on the Sunbelt XXII International Sunbelt Social Network
Conference, New Orleans, USA, 13-17. February 2002. It is available at http:
//vlado. fmf.uni-1j.si/pub/networks/data/CRA/terror.htm.
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We transformed the Pajek version of the network into NetsJSON format used in
libraries TQ and Nets. For a temporal description of each node/word for clustering
we took its activity (sum of all TQs on edges adjacent to a given node v)

act(v) = Z w(v : u).

ueN (v)

Our leaders’ and hierarchical clustering methods are compatible — they are based
on the same clustering error criterion function. Usually, the leaders’ method is used
to reduce a large clustering problem to up to some hundred units. With hierarchical
clustering of the leaders of the obtained clusters, we afterward determine the "right"
number of clusters and their representatives.
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Fig. 2 Hierarchical clustering of 100 leaders in Terror News.

To cluster all 13332 words (nodes) in Terror News we used the adapted leaders’
method searching for 100 clusters. We continued with the hierarchical clustering of
the obtained 100 leaders. The result is presented in the dendrogram in Figure 2.
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Fig. 3 Word clouds for clusters C58 and C81.
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To get an insight into the content of a selected cluster we draw the corresponding
word cloud based on the cluster’s leader. In Figure 3 the word clouds for clusters
C58 and C81 (|C58| = 1396, |C81| = 2226 ) are presented.

We can also compare the activities of pairs of clusters by considering the overlap
of p-components (probability distributions) of their leaders. In Figure 4, we com-
pare cluster C58 with cluster C81, and cluster L96 with cluster C66. In the right
diagram some values are outside the display area: L96[15] = 0.3524, C66[4] =
0.1961, C66[5] = 0.2917.

C58:C81 L96:C66

000 - o0 -

Fig. 4 Comparing activities of clusters (blue — first cluster, red — second cluster, violet — overlap).

We decided to consider in the BM the clustering of Terror News into 5 clusters
C = {C94,C88,C95, L43, L74}. The split of cluster C95 gives clusters of sizes 325
and 629 (for sizes, see the right side of Figure 5). Both clusters C94 and C88 have a
chaining pattern at their top levels.

Because of large differences in the cluster sizes, it is difficult to interpret the total
intensities image matrix. An overall insight into the BM structure we get from the
geometric average intensities image matrix (right side) and the corresponding BM
network (cut level 0.3), left side of Figure 5.

i |cluster 1 2 3 4 5

1| C94 ||23.85 12.23 2.26 1.57 1.42

2| C88 3.58 0.33 0.22 0.19

o 3| C95 0.56 0.07 0.07
4| L43 0.38 0.08

5| L74 0.39

size || 6018 5109 954 535 716

Fig. 5 Block model and image matrix.
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A more detailed BM is presented by the activities (p-components) image matrix
in Figure 6.
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Fig. 6 BM represented as p-components of temporal activities of links between pairs of clusters.

A more compact representation of a temporal BM is a heatmap display of this
matrix in Figure 7. Because of some relatively very large values, it turns out that the
display of the matrix with logarithmic values provides much more information.

C94-C94.
C94-C88
C94-C95
C94-143
Co4-L74
C88-C88
C88-C95
C88-143
C88-174
C95-C95
C95-143
Co5-174
L43-143
L43-L74
L74-174

To the Terror News network, we applied also the clustering with relational con-
straints approach. Because of the limited space available for each paper, we can not
present it here. A description of the analysis with the corresponding code is available
athttps://github.com/bavla/TQ/wiki/BMRC .
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5 Conclusions

The presented research is a work in progress. It only deals with the two simplest
cases of temporal blockmodeling. We provided some answers to the problem of
normalization of model weights TQs when comparing them and some ways to
present/display the temporal BMs.

We used different tools (R, Python, and Pajek) to obtain the results. We intend to
provide the software support in a single tool — probably in Julia. We also intend to
create a collection of interesting and well-documented temporal networks for testing
and demonstrating the developed software.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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