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#### Abstract

There are tasks that do not require a controlled motion in all spatial directions. These unused degrees-offreedom (DOF) make the robot functionally redundant. Traditional methods for redundancy resolution developed for intrinsic redundant robots cannot be used directly for resolving functional redundancy. The functional redundancy is in general not reflected as rows in the Jacobian matrix and therefore, the unused DOFs cannot be mapped into the null-space. In the paper we present a novel approach for the orientation related functional redundancy resolution based on the task space rotation. We define a time-variant task space frame so that one or more frame axes are aligned with the unused directions. This allows that the rows of Jacobian matrix corresponding to functional redundant DOFs are excluded. As the standard quaternion control is not appropriate to control orientation of such functional redundant robots, we propose two control algorithms to control one or two orientation directions. Two examples then show how the proposed control algorithms can be implemented and finally, we present the application of the algorithm on a two-arm robot system.


## I. Introduction

To define the pose of an object in the Cartesian space we need three DOFs for the position and three DOFs for the orientation. Most of today's industrial robots are nonredundant and have six degrees-of-freedom (DOF), which allow them to position and orient their end-effector to any pose in the Cartesian space. However, the six DOFs nonredundant kinematic structure reveals in practice very soon its weakness. Limited joint ranges and kinematic singularities of these robots prevent such robots to reach an arbitrary end-effector pose in the whole workspace. Actually, the workspace, where an arbitrary pose can be reached, is rather limited. Therefore, it is reasonable to augment the robot structure with additional DOFs to overcome the mentioned limitations. Redundant DOFs significantly enhance the capabilities of robots by offering better flexibility and versatility. However, we should be aware that the redundancy is inevitably related to the task in the sense that the robot can be considered redundant if it has more DOFs than needed to accomplish the task.

Tasks are usually defined as a motion of the robot endeffector or of some other point on the robot body. The importance of controlling the motion in the task space directly was recognized very early [1], [2] and since then many control schemes for task-space control have been proposed [3], [4], [5], [6], [7]. When the robot is redundant, then there are infinite joint configurations which result in the desired

[^0]task-space pose of the end-effector. Therefore, a criterion to select one of the possible solutions is required. The simplest approach to solve the kinematic redundancy is to resolve it on the velocity level [1], where the differential kinematic equation is solved by using a kind of generalized inverse, and the projection of an arbitrary vector onto the null-space of the Jacobian is used to exploit the self-motion of the robot. To find the best solution, different local optimization criteria have been used.

Most of the proposed control schemes for tasks requiring/allowing directional dependent behavior of the robot rely on approach, where the task requirements are transformed into the task space, where the robot kinematics and dynamics are defined [2]. However, such an approach is not suitable when the task does not require a controlled motion in all spatial directions. For example, there are tasks like arc welding or spray painting, where not all six Cartesian dimensions are important to accomplish the task. These unused DOFs can then contribute to the degree-of-redundancy (DOR) of the robot and they can be exploited for the self motion. This type of redundancy has been recognized as the functional redundancy [8], [9], [10]. To control robots with functional redundancy, Baron [9] proposed to add a virtual joint to the robot and used the usual redundancy resolution with the extended Jacobian. Later Huo and Baron [10] proposed the orthogonal decomposition of the task-space without considering the null-space of the Jacobian matrix. In [11] the use of the extended Jacobian is proposed for tasks where axissymmetric tools are used (like spray-painting gun) and the orientation of the tool along one axis is not important. For 5 DOF tasks a redundancy resolution algorithm based on sequential quadratic programming is proposed in [12] and based on convex optimization in [13] .

Common to most of the above control resolution schemes is that they deal only with functional redundancy. This paper aims at contributing to this field by presenting efficient orientation control strategies for functional redundant robots. The main purpose is to improve the capabilities of robots using intrinsic and functional redundancy in the same framework. For that we propose to define a time-variant task frame where the functional redundancy is represented as one or more rows of Jacobian matrix. So, it is possible to exclude the rows related to the functional redundancy from the Jacobian matrix and enlarge the dimensionality of the null-space.

## II. Modelling

In robotics the task is usually related to the motion of one or more operational points, which can be anywhere on the


Fig. 1. Representation of task space, world space and corresponding frames
robot structure. Typically they are assigned to the robot endeffectors [2], [5], [6]. Depending on the task, these points are required to move along a specified path, or the robot has to exert a certain force at that point. Without loss of generality we assume in the following that only motion of one operational point has to be controlled.

First we define three spaces:

- the configuration space $\mathcal{C}$ is the space where the joint variables $\boldsymbol{q}$ are defined;
- the operational space $\mathcal{O}$ is the 6-dimensional Cartesian space, where the positions/orientations of the robot endeffector are defined; and
- the task space $\mathcal{T}$ - a Cartesian subspace, where the task is defined, $\mathcal{T} \subseteq \mathcal{O}$.
The pose of the operational point is completely defined by its position and orientation. Let $\mathcal{S}_{e}$ represents a coordinate frame with the origin $O_{e}$ attached to the end-effector and aligned with the orientation of the end-effector, and $\mathcal{S}_{b}$ be a fixed base (or world) coordinate frame with the origin $O_{b}$ in the base of the robot (see Fig. 1). Then, the location of the frame $\mathcal{S}_{e}$ in frame $\mathcal{S}_{b}$ can be represented by a homogeneous matrix

$$
\mathbf{T}_{e}=\left[\begin{array}{ll}
\mathbf{R} & \boldsymbol{p}  \tag{1}\\
\mathbf{0} & 1
\end{array}\right]
$$

where $\boldsymbol{p}$ and $\mathbf{R}$ are a 3-dimensional position vector, $\boldsymbol{p}=$ $\left[p_{x}, p_{y}, p_{z}\right]^{T}$, and a $3 \times 3$ rotation matrix, $\mathbf{R}=[\boldsymbol{n}, \boldsymbol{s}, \boldsymbol{a}]$, respectively ${ }^{1}$. Note that $\{\boldsymbol{p}, \mathbf{R}\} \in \mathcal{O}$.

We deal with robot manipulators, which can be represented by a serial kinematic chain. Let the configuration of the robot manipulator be represented by the $n$-dimensional vector $\boldsymbol{q}$ of joint positions, $\boldsymbol{q} \in \mathcal{C}$. Then, the robot end-effector position $\boldsymbol{p}$ and orientation $\mathbf{R}$ can be expressed as a function of joint coordinates using the direct kinematic equations

$$
\begin{align*}
\boldsymbol{p} & =\boldsymbol{p}(\boldsymbol{q})  \tag{2}\\
\mathbf{R} & =\mathbf{R}(\boldsymbol{q}) \tag{3}
\end{align*}
$$

In general, the spatial end-effector velocity is expressed as a 6-dimensional vector $\boldsymbol{v}$

$$
\begin{equation*}
\boldsymbol{v}=\left[\dot{\boldsymbol{p}}^{T} \boldsymbol{\omega}^{T}\right]^{T} \tag{4}
\end{equation*}
$$

where $\dot{\boldsymbol{p}}$ and $\boldsymbol{\omega}$ are the linear and angular velocity of the endeffector, respectively. They are obtained by differentiating

[^1]Eqs. (2) and (3). Note that the angular velocity is related to the derivative of $\mathbf{R}$ by the relation [4]

$$
\begin{equation*}
\dot{\mathbf{R}}=\mathbf{S}(\boldsymbol{\omega}) \mathbf{R} \tag{5}
\end{equation*}
$$

where $\mathbf{S}(\cdot)$ is a skew-symmetric operator

$$
\mathbf{S}(\boldsymbol{a})=\left[\begin{array}{ccc}
0 & -a_{3} & a_{2}  \tag{6}\\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right]
$$

The relation between joint velocities $\dot{\boldsymbol{q}}$ and end-effector velocity $\boldsymbol{v}$ is represented by the differential forward kinematics in the form

$$
\boldsymbol{v}=\left[\begin{array}{c}
\dot{\boldsymbol{p}}  \tag{7}\\
\boldsymbol{\omega}
\end{array}\right]=\mathbf{J}_{G}(\boldsymbol{q}) \dot{\boldsymbol{q}}
$$

where $\mathbf{J}_{G}(\boldsymbol{q})$ is $6 \times n$ geometric Jacobian matrix [4].
The orientation representation with rotation matrix $\mathbf{R}$ is redundant due to the orthonormality constraints. Using a set of Euler angles $\boldsymbol{\Phi}=[\alpha, \beta, \gamma]^{T}$ we can obtain a minimal representation of the orientation. Combining elementary rotations about coordinate axes of successive frames $\mathbf{R}_{a}, \mathbf{R}_{b}$ and $\mathbf{R}_{c}$, where $a, b$ and $c$ denote one of the 12 possible axis combinations, the orientation matrix $\mathbf{R}$ can be expressed as

$$
\begin{equation*}
\mathbf{R}(\boldsymbol{\Phi})=\mathbf{R}_{a}(\alpha) \mathbf{R}_{b}(\beta) \mathbf{R}_{c}(\gamma) \tag{8}
\end{equation*}
$$

Now, the end-effector position and orinetation can be represented by the vector

$$
\begin{equation*}
\boldsymbol{x}_{A}=\left[p_{x}, p_{y}, p_{z}, \alpha, \beta, \gamma\right]^{T} \tag{9}
\end{equation*}
$$

and the direct kinematics can be given in the form

$$
\begin{align*}
\boldsymbol{x}_{A} & =\boldsymbol{x}_{A}(\boldsymbol{q})  \tag{10}\\
\dot{\boldsymbol{x}}_{A} & =\mathbf{J}_{A}(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{11}
\end{align*}
$$

where $\mathbf{J}_{A}$, is the analytical Jacobian matrix

$$
\begin{equation*}
\mathbf{J}_{A}(\boldsymbol{q})=\frac{\partial \boldsymbol{x}_{A}(\boldsymbol{q})}{\partial \boldsymbol{q}} \tag{12}
\end{equation*}
$$

In general angular velocities $\boldsymbol{\omega}$ and $\dot{\boldsymbol{\Phi}}$ are not equal. Assuming that $\dot{\boldsymbol{x}}_{A}$ is 6-dimensional vector The relation between $\boldsymbol{v}$ and $\dot{x}_{A}$ is given in the form [4]

$$
\boldsymbol{v}=\left[\begin{array}{cc}
\mathbf{I}_{3} & 0  \tag{13}\\
0 & \mathbf{A}(\boldsymbol{\Phi})
\end{array}\right] \dot{\boldsymbol{x}}_{A}
$$

where $\mathbf{A}(\boldsymbol{\Phi})$ is $3 \times 3$ matrix depending on the selection of Euler angles. Matrix $\mathbf{A}(\boldsymbol{\Phi})$ can be obtained from the time derivative of the rotation matrix $\mathbf{R}(\boldsymbol{\Phi})$ in Eq. (8).

The main drawback of Euler angles representation are representation singularities, which occur for some angles (depending on the Euler angles selection). To avoid these singularities the orientation can be represented using Euler parameters (unit quaternions) $\mathcal{Q}=\{\eta, \boldsymbol{\epsilon}\}$. The scalar part of $\mathcal{Q}$ is defined as

$$
\begin{equation*}
\eta=\cos (\varphi / 2) \tag{14}
\end{equation*}
$$

and the vector part as

$$
\begin{equation*}
\boldsymbol{\epsilon}=\sin (\varphi / 2) \boldsymbol{r} \tag{15}
\end{equation*}
$$

where $\varphi$ and $r$ are the angle and the vector of the equivalent angle/axis description of the rotation matrix $\mathbf{R}$. The relation between the quaternion time derivative $\dot{\mathcal{Q}}$ and the rotational velocity $\boldsymbol{\omega}$ can be obtained by the quaternion propagation [4]

$$
\begin{equation*}
\dot{\mathcal{Q}}=\{\dot{\eta}, \dot{\boldsymbol{\epsilon}}\}=\left\{-\frac{1}{2} \boldsymbol{\epsilon}^{T} \boldsymbol{\omega},-\frac{1}{2} \mathbf{E}(\eta, \boldsymbol{\epsilon}) \boldsymbol{\omega}\right\} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{E}(\eta, \boldsymbol{\epsilon})=\eta \mathbf{I}-\mathbf{S}(\boldsymbol{\epsilon}) \tag{17}
\end{equation*}
$$

## III. TASK SPACE SELECTION

In many cases, it is convenient to describe the location of the end-effector $\mathbf{T}_{e}$ in a suitably defined task frame, possibly also moving. Fig. 1 shows a general situation where $\mathcal{S}_{b}$ is the base (world) frame with the origin in $O_{b}$ and $\mathcal{S}_{t}$ is the selected task frame with the origin in $O_{t}$. The location of frame $\mathcal{S}_{t}$ in frame $\mathcal{S}_{b}$ is defined by the translation vector $\boldsymbol{p}_{t}$ connecting the origins $O_{b}$ and $O_{t}$, and the rotation matrix $R_{t}$ representing the rotation between $O_{b}$ and $O_{t}$, which yields the following expression for the end-effector location ${ }^{t} \mathbf{T}$ in $\mathcal{S}_{t}$

$$
\begin{align*}
{ }^{t} \mathbf{T} & =\left[\begin{array}{cc}
{ }^{t} \mathbf{R} & { }^{t} \boldsymbol{p} \\
\mathbf{0} & 1
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{R}_{t}^{T} & -\mathbf{R}_{t}^{T} \boldsymbol{p}_{t} \\
\mathbf{0} & 1
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R} & \boldsymbol{p} \\
\mathbf{0} & 1
\end{array}\right]  \tag{18}\\
& =\left[\begin{array}{cc}
\mathbf{R}_{t}^{T} \mathbf{R} & \mathbf{R}_{t}^{T}\left(\boldsymbol{p}-\boldsymbol{p}_{t}\right) \\
\mathbf{0} & 1
\end{array}\right]
\end{align*}
$$

where ${ }^{t} \boldsymbol{p}$ and ${ }^{t} \mathbf{R}$ are the end-effector position vector and the orientation matrix in the task frame $\mathcal{S}_{t}$, respectively. Hereafter, we use the notation ${ }^{t}(\cdot)$ to denote that a quantity is expressed with respect to the frame $\mathcal{S}_{t}$. Otherwise the quantity is expressed with respect to the base frame $\mathcal{S}_{b}$.

How the task frame $\mathcal{S}_{t}$ is selected depends on the task the robot should perform. Typically, the frame $\mathcal{T}$ is selected to coincide with the base frame $\mathcal{S}_{b}\left(\boldsymbol{p}_{t}=\left[\begin{array}{lll}0 & 0\end{array}\right]^{T}\right.$ and $\mathbf{R}_{t}=\mathbf{I}$ ). When the end-effector motion is constrained and the constraints restrict the motion in some spatial directions, it is convenient to align the task space with the constraints [2], [14], or when the task requires different behavior in spatial directions. These spatial directions can depend on the task space motion or as shown later on the null-space motion. Therefore, we assume hereafter that the task frame is time-variant, $\boldsymbol{p}_{t}=\boldsymbol{p}_{t}(t)$ and $\mathbf{R}_{t}=\mathbf{R}_{t}(t)$.

The differential kinematics in task frame $\mathcal{S}_{t}$ can be obtained by differentiating Eq. (18). Let $\boldsymbol{v}_{t}=\left[\begin{array}{ll}\dot{\boldsymbol{p}}_{t}^{T} & \boldsymbol{\omega}_{t}^{T}\end{array}\right]^{T}$ be the velocity of the task frame origin $O_{t}$ with respect to $\mathcal{S}_{b}$, and ${ }^{t} \boldsymbol{v}=\left[{ }^{t} \dot{\boldsymbol{p}}^{T}{ }^{t} \boldsymbol{\omega}^{T}\right]^{T}$ be the operational point velocity with respect to $\mathcal{S}_{t}$. Then, differentiating Eq. (18) yields

$$
\begin{equation*}
{ }^{t} \boldsymbol{v}=\widetilde{\mathbf{R}}_{t}^{T} \boldsymbol{v}-\widetilde{\mathbf{R}}_{t}^{T} \mathbf{J}_{t} \boldsymbol{v}_{t} \tag{19}
\end{equation*}
$$

where $\widetilde{\mathbf{R}}_{t}$ is a $6 \times 6$ matrix

$$
\widetilde{\mathbf{R}}_{t}=\left[\begin{array}{cc}
\mathbf{R}_{t} & \mathbf{0}_{3 \times 3}  \tag{20}\\
\mathbf{0}_{3 \times 3} & \mathbf{R}_{t}
\end{array}\right]
$$

and $\mathbf{J}_{t}$ is a $6 \times 6$ matrix defined as

$$
\mathbf{J}_{t}=\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & -\mathbf{S}\left(\boldsymbol{p}-\boldsymbol{p}_{t}\right)  \tag{21}\\
\mathbf{0}_{3 \times 3} & \mathbf{I}_{3 \times 3}
\end{array}\right]
$$

## IV. Kinematic control

Since the beginning of robotics many different approaches to the control of robots have been proposed. As robot manipulators are highly nonlinear dynamical systems, most of the proposed control strategies use some kind of innerloop inverse dynamic control like computed torque technique [15] or operational space control [2] to compensate nonlinearities. Then, a kinematic controller in the outer-loop provides necessary control signals for the inner-loop from the desired task-space velocities and accelerations, and exploits the redundancy of the system in order to optimize the motion considering some performance criteria [3]. Here, we focus on the redundancy resolution at the velocity level and we assume that the inner-loop controller already compensates the nonlinear dynamics of the robot.

The main idea of the redundancy resolution at the velocity level is to compute the necessary outer-loop control velocity $\dot{\boldsymbol{q}}_{c}$ by inverting Eq. (7) or (11) [16]

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{c}=\mathbf{J}^{\#}(\boldsymbol{q}) \dot{\boldsymbol{x}}_{c}+\left(\mathbf{I}-\mathbf{J}^{\#}(\boldsymbol{q}) \mathbf{J}(\boldsymbol{q})\right) \dot{\boldsymbol{q}}_{n} \tag{22}
\end{equation*}
$$

where $\dot{\boldsymbol{x}}_{c}$ represents the desired task-space control velocity, and $\dot{\boldsymbol{q}}_{n}$ is an arbitrary joint velocity, which is projected into the null-space of $\mathbf{J}$ and can be used to perform some additional lower priority subtasks. Note that $\dot{\boldsymbol{x}}_{c}$ can represent the velocity in any task space as long as the Jacobian matrix $\mathbf{J}$ relates the robot configuration space and the selected task space.

It is common to select the task-space control velocity $\dot{\boldsymbol{x}}_{c}$ in (22) as

$$
\begin{equation*}
\dot{\boldsymbol{x}}_{c}=\boldsymbol{v}_{d}+\mathbf{K}_{p} \boldsymbol{e} \tag{23}
\end{equation*}
$$

where $\boldsymbol{v}_{d}$ and $\boldsymbol{e}, \boldsymbol{e}=\left[\boldsymbol{e}_{p}^{T} \boldsymbol{e}_{o}^{T}\right]^{T}$, are the desired endeffector position/rotation velocity and the end-effector position/orientation error expressed in the base frame $\mathcal{S}_{b}$, respectively. Matrix $\mathbf{K}_{p}$ represents the gains, which define the close-loop behavior.

## A. Task space pose error

Let $\boldsymbol{x}_{d}=\left\{\boldsymbol{p}_{d}, \mathbf{R}_{d}\right\}$ be the desired pose and $\boldsymbol{x}_{e}=$ $\left\{\boldsymbol{p}_{e}, \mathbf{R}_{e}\right\}$ the actual pose of the robot end-effector. Then, the position error in Eq. (23) can be defined as

$$
\begin{equation*}
\boldsymbol{e}_{p}=\boldsymbol{p}_{d}-\boldsymbol{p}_{e} \tag{24}
\end{equation*}
$$

The definition of the orientation error is not so easy as it depends on the particular orientation representation used [17], [18], [19], [20]. Although, using rotation matrix $\mathbf{R}$ in control as proposed in [17] is not very convenient, it is worth mentioning that the orientation error is related to the mutual orientation $\mathbf{R}_{d e}$ between the desired orientation $\mathbf{R}_{d}$ and actual orientation $\mathbf{R}_{e}$, which can be expressed as [18]

$$
\begin{equation*}
\mathbf{R}_{d e}=\mathbf{R}_{d} \mathbf{R}_{e}^{T} \tag{25}
\end{equation*}
$$

Note that $\mathbf{R}_{d e}$ is expressed in the base frame $\mathcal{S}_{b}$. The control objective is that the pose errors converge to 0 , i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \boldsymbol{e}_{p}=\mathbf{0} \quad \text { and } \quad \lim _{t \rightarrow \infty} \mathbf{R}_{d e}=\mathbf{I} \tag{26}
\end{equation*}
$$

The simplest way and analogous to Eq. (24) is to define the orientation error using Euler angles

$$
\begin{equation*}
\boldsymbol{e}_{o}=\Delta \phi=\boldsymbol{\Phi}_{d}-\boldsymbol{\Phi}_{e} \tag{27}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{d}$ and $\boldsymbol{\Phi}_{e}$ are the desired and actual Euler angles, respectively. To overcome some representation singularity problems, the orientation error can be defined as the Euler angles of the rotation matrix $\mathbf{R}_{d e}$ [19]. However, it is necessary to select such Euler angles combination that the corresponding representation singularity is not at $\boldsymbol{\Phi}=\mathbf{0}$.

For singularity-free control it is more convenient to define the orientation error using Euler parameters. As before, we can define the error using Euler parameters of the desired and actual orientation, $\mathcal{Q}_{d}$ and $\mathcal{Q}_{e}$, resulting in [8]

$$
\begin{equation*}
\Delta \mathcal{Q}=\{\Delta \eta, \Delta \boldsymbol{\epsilon}\}=\mathcal{Q}_{d} * \mathcal{Q}_{e}^{-1} \tag{28}
\end{equation*}
$$

or directly using the mutual orientation matrix

$$
\begin{equation*}
\Delta \mathcal{Q}=\mathcal{Q}\left(\mathbf{R}_{d e}\right) \tag{29}
\end{equation*}
$$

It can be easily seen that (26) implies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Delta \mathcal{Q}=\{1, \mathbf{0}\} \tag{30}
\end{equation*}
$$

and it is a common practice to use in the control algorithm only the vector part of $\Delta \mathcal{Q}$ [18]

$$
\begin{equation*}
e_{o}=\Delta \epsilon \tag{31}
\end{equation*}
$$

## B. Functional redundancy

A redundant robot has more DOFs than it is necessary to perform a task. This implies that the redundancy is not only a feature of the robot structure but depends also on the task - there are tasks for which the robot becomes redundant. Executing a typical robot task, which requires that the endeffector follows a trajectory in the 6-dimensional operational space, a robot with more than six joints in a reasonable configuration is intrinsic redundant, $\operatorname{dim}(\mathcal{O})<\operatorname{dim}(\mathcal{C})$. For intrinsic redundant robots the redundancy resolution is based on some kind of generalized inverse the Jacobian matrix $\mathbf{J}_{G}(\boldsymbol{q})$, which is typically a $6 \times n$ matrix with $n>6$, assuming that the position and orientation are considered.

However, there are task that do not require that all 6 spatial DOFs are controlled. This means that task space $\mathcal{T}$ is a subspace of the operational space $\mathcal{O}, \operatorname{dim}(\mathcal{T})<\operatorname{dim}(\mathcal{O})$, and the robot becomes functional redundant. We assume that functionally redundant robots are able to perform a motion in all 6 spatial DOFs, but the task requires less than 6 DOFs. Further, we assume here also that the functional redundancy is related only to the orientation. To exploit the available functional redundancy it is necessary to find a task frame, where the redundant DOFs are rows of the Jacobian matrix. In most cases, even for 5 DOFs tasks, it is impossible to find such a frame which would be time-invariant and would assure that the redundant DOFs are rows of the Jacobian matrix [21]. Therefore, we propose to define a time-variant task frame in which the functional redundancy are rows of the Jacobian matrix all the time.

First, knowing the redundant spatial directions in frame $\mathcal{S}_{b}$, we define the task frame $\mathcal{S}_{t}$ so that one or two of its axes are aligned with the redundant spatial directions. When all three orientation directions are redundant, this is a trivial case and is not considered here.

Next, we map the control given by Eq. (22) into the task space $\mathcal{S}_{t}$ using Eq. (19). As only orientation DOFs are included in the functional redundancy it is enough to rotate the task space and use $\boldsymbol{p}_{t}=\boldsymbol{p}$. This simplifies the mapping; the task space rotation can be applied only to the orientation part of the control (22), which yields

$$
\widetilde{\mathbf{R}}_{t}=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0}_{3 \times 3}  \tag{32}\\
\mathbf{0}_{3 \times 3} & \mathbf{R}_{t}
\end{array}\right]
$$

and $\mathbf{J}_{t}=\mathbf{I}$. Using this in Eq. (18), the position/orientation error in frame $\mathcal{S}_{t}$ becomes

$$
\begin{equation*}
{ }^{t} \boldsymbol{e}=\widetilde{\mathbf{R}}_{t}^{T} \boldsymbol{e} \tag{33}
\end{equation*}
$$

and from Eq. (19) we get

$$
\begin{equation*}
{ }^{t} \boldsymbol{v}_{d}=\widetilde{\mathbf{R}}_{t}^{T} \boldsymbol{v}_{d}-\widetilde{\mathbf{R}}_{t}^{T} \mathbf{J}_{t} \boldsymbol{v}_{t} \tag{34}
\end{equation*}
$$

Substituting Eqs. (33) and (34) into Eqs. (22) and (23), and rearranging them, we obtain the kinematic velocity controller in the form

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{c}=\left(\widetilde{\mathbf{R}}_{t}^{T} \mathbf{J}\right)^{\# t} \dot{\boldsymbol{x}}_{c}+\left(\mathbf{I}-\left(\widetilde{\mathbf{R}}_{t}^{T} \mathbf{J}\right)^{\#} \widetilde{\mathbf{R}}_{t}^{T} \mathbf{J}\right) \dot{\boldsymbol{q}}_{n} \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{t} \dot{\boldsymbol{x}}_{c}=\widetilde{\mathbf{R}}_{t}^{T} \boldsymbol{v}_{d}+\mathbf{K}_{p, t} \widetilde{\mathbf{R}}_{t}^{T} \boldsymbol{e} \tag{36}
\end{equation*}
$$

Here, the term $\widetilde{\mathbf{R}}^{T} \mathbf{J}$ can be denoted as the task frame Jacobian. Comparing Eqs. (22) and (35) we can see that both controllers are similar. The only difference is that in the controller (35) the Jacobian matrix and task velocities are mapped using matrix $\widetilde{\mathbf{R}}_{t}$.

To consider the functional redundancy in the control (35) we exclude some rows from the Jacobian matrix and also the corresponding components of the desired velocity $\boldsymbol{v}_{d}$ and the error $\boldsymbol{e}$. It is convenient to do this by replacing the matrix $\widetilde{\mathbf{R}}_{t}$ in Eqs. (35) and (36) with a modified matrix $\widehat{\mathbf{R}}_{t}$ where rows corresponding to redundant DOFs are excluded. For example, if the orientation around the task frame vector $a$ ( $z$-axis) should not be part of the task controller, then we use

$$
\widehat{\mathbf{R}}_{t}=\left[\begin{array}{ll}
\mathbf{I}_{5 \times 5} & \mathbf{0}_{5 \times 1} \tag{37}
\end{array}\right] \widetilde{\mathbf{R}}_{t}
$$

The kinematic velocity controller in the form

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{c}=\left(\widehat{\mathbf{R}}_{t}^{T} \mathbf{J}\right)^{\# t} \dot{\boldsymbol{x}}_{c}+\left(\mathbf{I}-\left(\widehat{\mathbf{R}}_{t}^{T} \mathbf{J}\right)^{\#} \widehat{\mathbf{R}}_{t}^{T} \mathbf{J}\right) \dot{\boldsymbol{q}}_{n} \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{t} \dot{\boldsymbol{x}}_{c}=\widehat{\mathbf{R}}_{t}^{T} \boldsymbol{v}_{d}+\mathbf{K}_{p, t} \widehat{\mathbf{R}}_{t}^{T} \boldsymbol{e} \tag{39}
\end{equation*}
$$

The basic characteristics of the redundancy resolution control algorithms is that the null-space motion should not influence the task-space motion. If the orientation error used in Eq. (37) is based on the quaternions (Eq. (31)) and some of the error components are not part of the control as in our case, then the term $\widehat{\mathbf{R}}_{t}^{T} \boldsymbol{e}$ depends on the rotation of the endeffector in the null-space. This influence can be compensated


Fig. 2. Desired and actual end-effector frames for tasks with one redundant orientation DOF. The pointing direction is aligned with the end-effector $\boldsymbol{z}$ axis.
if the mutual orientation between the desired and actual orientation $\mathbf{R}_{d e}$ is not calculated using Eq. (25) but using

$$
\begin{equation*}
\mathbf{R}_{d e}=\mathbf{R}_{d}\left(\mathbf{R}_{f}(\varphi) \mathbf{R}_{e}\right)^{T} \tag{40}
\end{equation*}
$$

where $\mathbf{R}_{f}(\varphi)$ is a rotation matrix depending on the orientation angle around the redundant direction and $\varphi$ the corresponding orientation angle. With $\mathbf{R}_{f}(\varphi)$ we actually cancel the rotation of the end-effector in the null-space. Here we assume also that no rotation around the redundant DOF is present in $\mathbf{R}_{d}$.

To avoid this additional computations and make the control faster, we propose another control algorithm for the orientation control, where not all orientation components are controlled. The proposed control algorithms depend on how many orientation components have to be controlled.

When the task requires orientation in two directions, then this orientation can be represented as a unit vector pointing in the desired direction $\boldsymbol{t}_{d}$. The available null-space motion is the motion around this vector. The control algorithm has to assure that the actual pointing direction $t$ converges to the desired one (see Fig. 2). In other words, the angle $\varphi$ between $\boldsymbol{t}_{d}$ and $\boldsymbol{t}$ should converge to 0 . For that, we define the orientation error in Eq. (39) as ${ }^{2}$

$$
\begin{equation*}
e_{o}=\varphi \frac{\boldsymbol{t} \times \boldsymbol{t}_{d}}{\left\|\boldsymbol{t} \times \boldsymbol{t}_{d}\right\|} \tag{41}
\end{equation*}
$$

where $\varphi=\arccos \left(\boldsymbol{t}^{T} \boldsymbol{t}_{d}\right)$. This orientation error $\boldsymbol{e}_{o}$ is not dependent on the motion in the null-space. When the robot is functionally redundant due to the axis-symmetric tool, the direction of $\boldsymbol{t}$ is aligned with the tool axis and $\boldsymbol{t}$ has be selected as the redundant direction instead of $\boldsymbol{t}_{d}$.

When two orientation components are not part of the task space the situation is complementary to the previous one. The direction of the pointing vector $t$ depends on the null-space motion and the rotation $\phi$ around $t$ represents the orientation in the task space. In this case, the task orientation ${ }^{t} \dot{x}_{c}$ is a scalar and the task space controller becomes

$$
\begin{equation*}
{ }^{t} \dot{x}_{c}=\dot{\phi}_{d}+K_{p, t}\left(\phi_{d}-\phi\right), \tag{42}
\end{equation*}
$$

where $\phi_{d}$ and $\phi$ are the desired and actual rotation in the task space, respectively; $\dot{\phi}_{d}$ is the desired task rotation velocity.

[^2]

Fig. 3. KUKA LWR robot with an axis-symmetric tool moving perpendicular on a circular path on a sphere surface.

## V. CASE STUDIES

Typical examples of robot tasks with one functional redundant DOF are arc-welding, laser-cutting or spray-painting applications, where the tool is axis-symmetric. To illustrate the performance of the proposed control approach we have selected a task, where a 7DOF robot (KUKA LWR) with an axis-symmetric tool has to move with a constant velocity along a circular path on a ball, as it is shown in Fig. 3. The tool should be always perpendicular to the surface. Obviously, the tool orientation around the surface normal is not important for the task. Therefore, the task frame $\mathcal{S}_{t}$ has been rotated so that one axis, in our case the tool axis $\boldsymbol{a}_{\mathcal{S}_{t}}$, has been aligned with the surface normal $\boldsymbol{n}_{s}$. As the task frame $\mathcal{S}_{t}$ depends on the location of the end-effector on the surface, the orientation of $\mathcal{S}_{t}$ is changing during the task execution.

The desired motion has been defined so that the endeffector is moving with a constant linear velocity along a circular path on the ball surface. As the rotation around the tool axis has been excluded from the task control, the pointing direction $\boldsymbol{t}_{d}$ has been selected as $\boldsymbol{t}_{d}=\boldsymbol{n}_{s}$, task space has been oriented as the tool frame, $\mathbf{R}_{t}=\mathbf{R}_{e}$, and $\widehat{\mathbf{R}}_{t}$ was defined as in Eq. (37).

The self motion due to the intrinsic and functional redundancy has not been used for any secondary tasks. Rather we have defined $\boldsymbol{q}_{d}$ in controller (38) so that intensive motion in the null-space has been achieved to show the performance of the proposed task controller. The initial robot configuration has been selected so that the end-effector was not on the path and the system had an initial position and orientation error.

We have compared the task controller (39), where the error $\boldsymbol{e}_{o}$ has been calculated using Eq. 40 and (41) with gains $\mathbf{K}_{p, t}=5 \mathbf{I}$. The results were identical for both controllers. Therefore, it is more efficient to use the error as defined in Eq. (41) in the controller. The simulation results are shown in the Fig. 4. Additionally, the animation is presented in the multimedia attachment as Example 1. The top plot in Fig. 4 shows the desired and the actual rotational velocities in the task space $\mathcal{S}_{t}$. We can see that the actual velocities are


Fig. 4. Simulation results: KUKA LWR robot moving along circular path on a ball and the tool is prependicular to the surface $\left(\mathbf{K}_{p, t}=5 \mathbf{I}\right)$ - The desired rotation velocity components in task space ${ }^{t} \omega_{n, r}$ and ${ }^{t} \omega_{s, r}$ (dotted line); the actual rotation velocity components in task space ${ }^{t} \omega_{n}$ and ${ }^{t} \omega_{s}$ (solid line), and the rotation velocity component due to the null-space motion ${ }^{t} \omega_{a}$ (dashed line).
converging to the desired one although the null-space motion was changing significantly the end-effector orientation (see ${ }^{t} \omega_{a}$ signal). The bottom figure shows the orientation error in the task space $\mathcal{S}_{t}$. As we can see the orientation error $\boldsymbol{e}_{o}$ is converging to 0 .

As an example of an application where only one orientation component is important for the task, we have selected the task where an "L" shaped tool has to touch a wave shaped conical surface (see Fig. 5). For this task, the rotation around main cone axis $\boldsymbol{a}_{c}$ and the rotation around the tool axis $\boldsymbol{n}$ are not important for the task. Only the orientation component necessary to rotate the tool onto the surface is important and has to be included in the task controller. Therefore, the pointing direction was defined as

$$
\begin{equation*}
\boldsymbol{t}=\frac{\boldsymbol{a}_{c} \times \boldsymbol{n}}{\left\|\boldsymbol{a}_{c} \times \boldsymbol{n}\right\|} \tag{43}
\end{equation*}
$$

and the task space motion is represented by the rotation $\phi$ around $t$ with the value corresponding to the angle between $\boldsymbol{a}_{c}$ and $\boldsymbol{n}$

$$
\begin{equation*}
\phi=\arccos \left(\boldsymbol{a}_{c}^{T} \boldsymbol{n}\right) \tag{44}
\end{equation*}
$$

as it is shown on Fig. 5. For this task, the task frame rotation matrix $\mathbf{R}_{t}$ was selected as

$$
\begin{equation*}
\mathbf{R}_{t}=\left[\frac{\boldsymbol{t} \times \boldsymbol{a}_{c}}{\left\|\boldsymbol{t} \times \boldsymbol{a}_{c}\right\|} \quad \boldsymbol{t} \quad \boldsymbol{a}_{c}\right] \tag{45}
\end{equation*}
$$

In our case, where the surface is wave shaped, the desired task space orientation $\phi_{d}$ depends on the location of the tool on the surface

$$
\begin{equation*}
\phi_{d}=\left(-\frac{\pi}{24}\right)(1-\cos (6 * \varphi))+\frac{\pi}{2} . \tag{46}
\end{equation*}
$$



Fig. 5. KUKA LWR robot with as "L" shaped tool and the tool has to touch the surface.

Note that the orientation angle $\varphi$ on the surface depends only on the null-space motion. We have used the task space controller (42) with gains $\mathbf{K}_{p, t}=5$.

As before, the self motion due to the intrinsic and functional redundancy has not been used for any secondary tasks, but we have defined $\boldsymbol{q}_{d}$ so that intensive smooth motion in the null-space has been achieved. In the initial configuration the tool has been above the surface so that the system had an initial task position and orientation error.

The simulation results are shown in Fig. 6 and the animation is presented in the multimedia attachment as Example 2. The top plot in Fig. 6 shows the desired and actual rotational velocities in the task space $\mathcal{S}_{t}$. We can see that the actual velocity $\phi$ is converging to $\phi_{d}$ although the null-space motion was changing significantly the end-effector orientation (see ${ }^{t} \omega_{n}$ and ${ }^{t} \omega_{a}$ signals). Note that the desired task rotation $\phi_{d}$ had to follow the changes in $\varphi$ caused by the null-space motion so that the tool was all the time on the surface. The bottom figure shows the orientation error ${ }^{t} e_{o}=\phi_{d}-\phi$ in the task space $\mathcal{S}_{t}$ and we can see that the error is converging to 0 .

## VI. Experimental results

The proposed control strategy has been implemented on two KUKA LWR robot arms operating as a two-arm robot system as shown in Fig. 7. As the task we have selected the "buzz wire" task, i.e. to move the ring, which is in our case attached to the left LWR robot arm, along the wire, which is held by the right LWR robot arm. For convenience, the wire has been in a circular form (diameter 0.25 m ). During the motion the wire has to be in the middle of the ring (the ring and the wire should not touch) and the ring should be perpendicular to the wire (see Fig. 8). Note that the orientation of the ring around the wire is not important for the task. Therefore, the ring can be freely rotated around the wire and this rotation represents the functional redundancy (see Fig. 9). Our dual-arm experimental system has 14 DOF and considering the functional redundancy the system has altogether nine redundant DOF.


Fig. 6. Simulation results: KUKA LWR robot with "L" shaped tool moving on a surface $\left(\mathbf{K}_{p, t}=5 \mathbf{I}\right)$ - the desired rotation velocity component in task space ${ }^{t} \omega_{s, r}$ (dotted line); the actual rotation velocity component in task space ${ }^{t} \omega_{s}$ (solid line), and the rotation velocity components due to the null-space motion ${ }^{t} \omega_{n}$ and ${ }^{t} \omega_{a}$ (dashed line).


Fig. 7. Two-arm KUKA LWR robot system

To do the task, the motion of both robot arms has to be coordinated. As for the "buzz wire" task the relative motion between robot end-effectors is important, we have modelled both arms as one kinematic chain starting at the end-effector of the right arm ending at the end-effector of the left arm as indicated with an arrow in Fig. 7. So, the right arm endeffector frame represents the base frame $\mathcal{S}_{b}$ of the robot system and the desired motion is defined in $\mathcal{S}_{b}$ as

$$
\begin{equation*}
\boldsymbol{p}_{d}=0.125[\cos (\varphi(t)) \sin (\varphi(t)) 0]^{T} \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{d}=\mathbf{R}_{z}(-\varphi(t)) \mathbf{R}_{x}(\pi), \tag{48}
\end{equation*}
$$

where $\varphi(t)$ represents the path parameter. Matrices $\mathbf{R}_{z}$ and $\mathbf{R}_{x}$ are the rotation matrices representing the rotations around $z$ and $x$ axis of the frame $\mathcal{S}_{b}$, respectively. For this task we have used the control strategy as explained in Fig. 2 ; vector $a v$ was in the direction of the path and the task


Fig. 8. "Buzz wire" task


Fig. 9. "Buzz wire" self motion
frame $\mathcal{S}_{t}$ was oriented so that frame verctor $s$ ( $y$-axis) has been aligned with $t$ (see Fig. 7). We have used the controller (38) and (39), where the components corresponding to the rotation around $y$-axis have been removed from $\widetilde{\mathbf{R}}_{t}$

$$
\begin{equation*}
\left.\widehat{\mathbf{R}}_{t}=\operatorname{diag}(111101]\right) \widetilde{\mathbf{R}}_{t} \tag{49}
\end{equation*}
$$

To control two LWR robot arms as one system we have developed a special MATLAB/Simulink xPC target server which communicates with Fast Research Interface (FRI) provided by KUKA [22]. The joint motion generated by the controller (38) has been then used as the desired joint motion of each LWR robot using FRI joint position control mode.

The redundant DOFs offered by the system have been used to perform a lower priority subtasks. For demonstration we have implemented an algorithm, which allows a human to reconfigure both arms without disturbing the main task simply by pushing any link of the robots. The avoiding motion has been calculated using the information about the external forces action on the body of the robot

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{n}=-\mathbf{K}_{\mathbf{n}} \mathbf{J}_{G}^{T}(\boldsymbol{q}) \boldsymbol{F}_{e x t} \tag{50}
\end{equation*}
$$

Gains $\mathbf{K}_{\mathbf{n}}$ are selected to achieve a suitable compliance in the null-space. As KUKA LWR controller provides internal joint torque sensors due to external forces, the above controller can be simplified into

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{n}=-\mathbf{K}_{\mathbf{n}} \boldsymbol{\tau}_{e x t}\left(\boldsymbol{F}_{e x t}\right) \tag{51}
\end{equation*}
$$

where $\boldsymbol{\tau}_{\text {ext }}$ are external joint torques due to the external forces $\boldsymbol{F}_{e x t}$.

Fig. 10 shows a motion sequence of two LWR robots performing the "buzz wire" task while a human is reconfiguring the robot. As it can be seen, the ring is not touching the wire although the arms are reconfiguring into the pose to which a human pushes the links. Note that the rotation of the ring around the wire is also utilized for the self motion. The experimental video is presented in the multimedia attachment.

## VII. Conclusions

We have shown how to augment the null-space motion of redundant robots with additional DOFs offered by functional redundancy subject to unused end-effector rotational DOFs. As standard quaternion control is not suitable when one or two rotations are excluded from the task control, we have proposed modified orientation control algorithms at velocity level where the task frame is rotated so that the non-controlled rotations can be excluded from the task space


Fig. 10. Experimantal results: Dual-arm LWR robots performing the "ring" task and interacting with a human (Time interval between frames is 1 s)
and used for self motion. The proposed control can be easily extended to the acceleration level.
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