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a Reactor Engineering Division, Jožef Stefan Institute, Jamova cesta 39, 1000 Ljubljana, Slovenia 
b Institute of Fluid Dynamics, Helmholtz-Zentrum Dresden-Rossendorf, Bautzner Landstrasse 400, 01328 Dresden, Germany   

A R T I C L E  I N F O   

Keywords: 
stratified flow 
CFD 
two-fluid model 
turbulence damping 

A B S T R A C T   

Stratified flows are one of the most important multiphase flow regimes for safety analyses of the loss-of-coolant 
accident in pressurized water reactors. The present paper considers simulations of an isothermal counter-current 
stratified flow case in the channel of the WENKA (Water Entrainment Channel Karlsruhe) experiment using a 
morphology adaptive multi-field two-fluid modelling framework. A consistent momentum interpolation 
approach is applied together with the partial elimination algorithm, as it is required for strong momentum 
coupling, which enforces the no-slip condition at the interface and mirrors the behaviour of a homogeneous 
model. To model the turbulent flow conditions near an interface, the framework is extended with a turbulence 
damping model based on the damping scale formulation from the literature, which is introduced into the k-ω SST 
(Shear Stress Transport) turbulence model. The presented modelling approach is validated with experimental 
data for the pressure difference and vertical profiles of volume fraction, velocity and turbulent kinetic energy. 
Results of a mesh sensitivity study of the model are presented. Simulations were performed on two- and three- 
dimensional models of the channel geometry. Two turbulence damping strategies are investigated: symmetric, 
with damping in both phases, and asymmetric with damping only in the gas phase. The comparison shows that 
the asymmetric approach offers improved prediction of turbulent kinetic energy on the liquid side of the 
interface, but with a cost of diminished accuracy of the predicted velocity profiles on the gas side.   

1. Introduction 

During a hypothetical loss-of-coolant accident scenario in pressur
ized water reactor, part of the liquid coolant inventory may evaporate, 
due to partial loss of pressure in the system, and a stratified two-phase 
flow of steam and water can be present in a partially uncovered cold 
leg (Lucas et al., 2009). When the emergency core cooling system is 
activated to prevent a core damage due to overheating, the injection of 
cold water into stratified flow is related to two important safety con
cerns: the pressurized thermal shock (Lucas et al., 2009; Bestion, 2012), 
and the formation of a condensation induced water hammer (Kirsner, 
1999; Barna et al., 2010). Both phenomena cause significant thermal 
and mechanical loads on the components of the primary cooling system 
which can result in damage of the reactor vessel. In both cases, safety 
analyses rely on good knowledge of turbulent heat and mass transfer 
near the interface in stratified flows (Lucas et al., 2009; Bestion, 2012; 

Apanasevich, 2019). 
An experimental reproduction and observation of complex multi

phase phenomena on realistic reactor scales and accident conditions 
tends to be difficult (if not impossible); therefore, computational fluid 
dynamics (CFD) simulations are becoming an increasingly important 
analytical tool in the research of nuclear reactor safety (Lucas et al., 
2009; Bestion, 2012; Bestion, 2014; Höhne and Porombka, 2018). The 
long-term objective of our present work is to advance the capabilities of 
modelling tools towards the simulations of two-phase flow phenomena 
under realistic reactor conditions. 

Many different two-phase flow phenomena, such as bubbles, large 
waves, slugs, droplets, thin films, etc., can co-exist in realistic turbulent 
two phase flows. With a typically large surface area of finely dispersed 
interfaces and a diverse range of physical scales with different interface 
morphologies involved, it can be very impractical and time consuming 
to use one of the precise interface tracking methods for direct resolution 
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of all these interfaces (Štrubelj and Tiselj, 2010). 
Simulations with the two-fluid approach (Euler-Euler) for modelling 

of the two-phase flow and the Unsteady Reynolds Averaged Navier–
Stokes (URANS) method for turbulence modelling are the most appro
priate tools for simulations of realistic industrial size applications. 
However, such two-fluid models were primarily developed to simulate 
dispersed two-phase flows. For flows where large (resolvable) interfaces 
are present, such as in stratified flows, an interface tracking method has 
to be added into the two-fluid model formulation in a so-called hybrid 
modelling approach (Štrubelj and Tiselj, 2010). 

The morphology adaptive multi-field two-fluid model (from now on 
referred to as the hybrid model) used in the present work represents one 
such hybrid approach, which was developed by Meller et al. (2020) 
using the open sourceC++ library OpenFOAM. The solver is based on 
the GENTOP concept of Hänsch et al. (2012) with the idea to model 
different flow morphologies as multiple numerical continuous and 
dispersed phases within a unified framework (Meller et al., 2020). For 
numerical accuracy and robustness, the solver also features a consistent 
momentum interpolation (Cubero et al., 2014) with the partial elimi
nation algorithm (Spalding, 1981) to handle the strong interphase drag 
coupling at a resolved interface. Both numerical procedures of the solver 
are described in greater detail in the paper of Meller et al. (2020). The 
hybrid model (Meller et al., 2020) is being developed with the long-term 
goal to simulate complex industrial scale multiphase flows. However, 
the interactions between a complex set of required models and their 
effects on the solution are often very difficult to determine. During 
model development, the best approach is to focus on one modelling 
aspect only with a separate model validation on simpler cases. The focus 
of the present paper is on modelling of turbulence near the gas–liquid 
interface in stratified flows. 

The present paper considers the simulation of an isothermal strati
fied counter-current flow of air and water in the rectangular channel test 
section of the WENKA experiment (Stäbler et al., 2006; Stäbler, 2007). A 
supercritical stratified flow was chosen as validation case for the pre
sented modelling approach. The Froude number is 2.36 and Reynold 
numbers are 12000 and 27000 for water and air, respectively. 

In the recent years it has been well established, that special treatment 
is required for turbulent quantities near a free-surface in multiphase 
RANS turbulence modelling (Frederix et al., 2018; Höhne and 
Porombka, 2018; Fulgosi et al., 2003; Egorov, 2004; Porombka and 
Höhne, 2015). As shown by Fulgosi et al. (2003), the turbulence in the 
gas phase is dampened near the gas–liquid interface, similar to a solid 
wall boundary. To address this, Egorov (2004) proposed to add addi
tional turbulence damping terms into the ω equation of the k-ω RANS 
model, which ensures a high turbulence dissipation rate (ω) at the 
interface and thus lowers the turbulent kinetic energy (k) at this 
location. 

Porombka and Höhne (2015) simulated the stratified flow in the 
WENKA experimental facility using the two-fluid model with the Alge
braic Interfacial Area Density (AIAD) model with flow morphology 
detection implemented into the CFD software ANSYS CFX. They derived 
a large interface drag model from a local shear stress formulation, thus 
avoiding limitations of experimental correlations. They also demon
strated that turbulence damping (with the Egorov, 2004 model) at a 
free-surface is necessary to reproduce experimental data. 

Following up, Höhne and Porombka (2018) presented simulation 
results of the WENKA experiment with an sub-grid wave turbulence 
model, which generates additional turbulent kinetic energy at a free 
surface, due to sub-grid waves from the occurring Kelvin–Helmholtz 
instability. However, they also reported that for the chosen flow con
ditions, which are also considered in the present work, the effect of such 
a model is very small, which is in agreement with rippled flow regime 
observed in the experiment. 

Frederix et al. (2018) presented a modified turbulence damping 
model derived in terms of turbulence damping scale, which produces 
less grid dependent results, compared to the original formulation by 

Egorov (2004), for simulations of a turbulent co-current stratified flow 
from experiments of Fabre et al. (1987). The damping scale model was 
also used in a ”hybrid dispersed-large interface solver” presented by 
Mathur et al. (2019), who used it to simulate the same Fabre channel 
experiment (Fabre et al., 1987), among other multiphase regime cases. 
They also noted the importance of turbulence damping to match the 
experimental observations. 

The main goal of the present paper is to demonstrate the capability of 
the hybrid model (Meller et al., 2020) to simulate stratified flows with 
the focus on URANS turbulence modelling near the large well defined 
gas–liquid interface. For this purpose, the solver capabilities are 
extended to account for turbulence damping near an interface and are 
based on the damping scale formulation of Frederix et al. (2018), which 
is introduced into the k-ω SST (Shear Stress Transport) turbulence model 
(Menter et al., 2003), as presented in Section 2. Validation of the 
modelling approach with measurements from WENKA experiment 
(Stäbler, 2007) is presented in the last Section 3. A parametric study on 
the damping scale modelling parameter and mesh sensitivity study are 
performed. The present study includes an asymmetric damping 
approach with either no turbulence damping in the liquid phase, or 
weaker damping in the liquid compared to the gas phase. 

2. Numerical simulation 

The open sourceC++ library OpenFOAM was used to perform sim
ulations using the hybrid two-fluid model (Meller et al., 2020; Schlegel 
et al., 2021; Hänsch et al., 2021). The framework consists of the aver
aged equations of the two-fluid model for multiple phases, including 
closure relations for interphase momentum transfer, as described in the 
next Sections. The solver numerical procedure is based on finite volume 
discretization, uses consistent momentum interpolation (Cubero et al., 
2014) and features the partial elimination algorithm (Spalding, 1981), 
which is necessary to properly handle the strong momentum coupling 
between the phases at a large interface. In the present work, the tur
bulence damping scale model of Frederix et al. (2018) is adapted to the 
utilized multiphase framework. In Meller et al. (2020) the model is 
formulated for an arbitrary number of continuous and dispersed phases. 
For the sake of clarity, some of the model equations are simplified to the 
system of two continuous phases: air and water. 

2.1. Basic equations 

Isothermal and incompressible two-phase flows of gaseous air (g) 
and liquid water (l) are modelled by mass and momentum conservation 
equations of the two-fluid model (Ishii and Hibiki, 2006) 

∂αk

∂t
+ uk⋅∇αk = 0 , (1)  

∂(αkρkuk)

∂t
+∇⋅(αkρkukuk) = ∇⋅Tk − αk∇p + αkρkg + Mk . (2) 

Sub-scripted quantities αk, ρk,uk indicate the phase fraction, density 
and velocity of phase k, respectively. The terms Tk and Mk represent the 
effective stress tensor and momentum sources due to phase interaction, 
respectively. Pressure p is shared by both phases and g marks the 
gravitational acceleration. The phase fractions are related to each other 
as αg + αl = 1. 

The effective stress tensor Tk combines viscous stress Tμ
k and turbu

lent stress TT
k so that 

Tk = Tμ
k + TT

k , (3)  

where 

Tμ
k = αkμk

(
∇uk + (∇uk)

T )
, (4)  

and μk is molecular viscosity of phase k. Turbulent stress TT
k is obtained 
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with the k-ω SST turbulence model (Menter et al., 2003). Momentum 
sources due to phase interaction 

Mk = FD
kq + Fσ

kq (5)  

consist of the interphase drag force FD
kq, which models the transfer of 

momentum between the phases k and q, and the surface tension force 
Fσ

kq. 
The system of equations is solved using the PIMPLE algorithm for 

pressure–velocity coupling. The PIMPLE algorithm (The OpenFOAM 
Foundation Ltd, 2020) is a combination of PISO (Pressure Implicit with 
Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure- 
Linked Equations). Inner PISO iterations comprise the solution of pres
sure equation and momentum corrector. They are combined with outer 
SIMPLE iterations, which involve all steps of the solution procedure 
inside each single time step including transport equations for fields of 
phase fractions and turbulent quantities. In that way, the coupling be
tween the various solution variables of the underlying multi-field two- 
fluid model can be reflected in the solution procedure. In the course of 
this work three outer and two inner iterations turned out to deliver a 
reliable numerical solution with reasonable computational effort and, 
therefore, are the chosen numerical parameters. Momentum and tur
bulent transport equations are discretized second order accurate in 
space and first order implicit in time. The numerical diffusion of the 
large interface is limited by using the interface compression algorithm of 
Weller (2008). Adaptive time stepping was used to perform transient 
simulations with the Courant number set to a target value of 0.5. 

2.2. Surface tension force 

The continuum surface force model of Brackbill et al. (1992) is used 
to model the surface tension 

Fσ
kq = αkσkqκkq n̂kq . (6) 

The interface curvature is given by 

κkq = ∇⋅n̂kq , (7)  

where normal to the interface is calculated from the volume fraction 
gradient as 

n̂kq =
∇α
|∇α| . (8) 

The surface tension coefficient is σkq = 0.072N/m for the air–water 
system. 

2.3. Interphase drag force 

A no-slip interfacial condition can be assumed at an interface be
tween a pair of incompressible fluids in two-phase flow without phase 
change (Tryggvason et al., 2011), such as the stratified flow considered 
in the present work. In the single-fluid formulation with one common 
velocity field (the homogeneous model), the phase velocities at the 
interface are equal by definition. Within the two-fluid model formula
tion, with multiple coexisting velocity fields, Štrubelj and Tiselj (2010) 
introduced a numerical drag force to be used for a resolved interface 
between continuous phases 

FD
kq =

αkαqρkq

τr

(
uq − uk

)
, (9)  

where τr is the relaxation time and ρkq =
(
αkρk + αqρq

)/(
αk + αq

)
the 

weighted density of phase pair k and q. The recommended value for τr is 
orders of magnitude smaller than the simulation time step size (Štrubelj 
and Tiselj, 2010). In the present work, the relaxation time is set to τr =

10− 8Δt to ensure a strong coupling of phase velocities at the interface. 

When larger interfacial structures are modelled in an under-resolved 
manner, i.e., when the computational grid is not sufficient to resolve all 
interfacial structures or turbulent scales, it can be more appropriate to 
model some tangential velocity slip at the interface (Meller et al., 2020; 
Gauss et al., 2016). Here, the use of the two-fluid model formulation for 
large interfacial structures is more flexible compared to the simpler 
homogeneous model, as different drag correlations can be applied. 

As will be shown later via the results presented in this paper (see 
Section 3), a reasonable agreement between simulation and experi
mental observations (Stäbler, 2007) can be obtained already with the 
simplest no-slip assumption using the drag force from Eq. (9). Therefore, 
more accurate (and complex) drag force models used by other authors 
(Coste, 2013; Höhne and Mehlhoop, 2014; Porombka and Höhne, 2015; 
Mathur et al., 2019) for turbulent stratified flows are not investigated in 
the present work. 

2.4. Turbulence damping at the gas–liquid interface 

To improve turbulence modelling near the gas–liquid interface in 
stratified flow, the capabilities of the presently used solver are 
augmented with the turbulence damping method based on the model 
originally proposed by Egorov (2004). In this approach, additional 
damping terms are added to turbulence equations (for example ω 
equation of the k-ω RANS model), which mimic the wall-like damping of 
turbulence near an interface, as reported by Fulgosi et al. (2003). 

In the present work, the turbulence damping term Sω
k was added to 

the ωk-transport equation of the k-ω SST turbulence model (Menter 
et al., 2003) 

∂
∂t
(αkρkωk) + ∇⋅(αkρkukωk) = ∇⋅

(
αk
(
μk + σωμT

k

)
∇ωk

)
+

αkρkγ
μT

k
P̃k

− βαkρkω2
k + 2(1 − F1)

αkρkσω2

ωk
(∇kk)⋅(∇ωk) + Sω

k .

(10) 

Here, μk and μT
k are the dynamic and eddy viscosities, respectively, 

and kk is the turbulent kinetic energy. Terms β, σω, σω2, γ, F1 are the 
model coefficients and P̃k is the turbulent kinetic energy production 
term of the k-ω SST model (Menter et al., 2003). 

The turbulence damping term Sω
k counteracts the destruction term for 

dissipation rate − βαkρkω2
k in Eq. (10), imposing a large (wall-like) value 

for ωk at the interface, and thus damping the turbulent kinetic energy 
(Egorov, 2004). In the present work, the expression of Frederix et al. 
(2018) with damping length scale δk is adopted for the damping term 

Sω
k = Aαkβρk

(
νk

βδ2
k

)2

, (11)  

where A is the interface indicator field, νk = μk/ρk is the phase kinematic 
viscosity and β is the coefficient of the k-ω SST model. 

The purpose of the indicator field A is to apply turbulence damping 
in the vicinity of the interface. For this purpose, the limited indicator 
function is defined as 

A = min
(
akqΔ, 1

)
, (12)  

where the interfacial area density akq between phases k and q is calcu
lated as 

akq =
⃒
⃒αq∇αk − αk∇αq

⃒
⃒ , (13)  

and the typical mesh size normal to the interface is approximated as 

Δ =

{ ̅̅̅̅̅̅̅̅̅̅
Vc/lz

2
√

, for a 2D mesh̅̅̅̅̅
Vc

3
√

, for a 3D mesh
(14)  

where lz is the depth of a 2D domain and Vc is the local cell volume. 
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2.5. Computational domain and mesh 

The chosen computational domain represents the test section part of 
the WENKA experimental facility (Stäbler et al., 2006) and is shown in 
Fig. 1. Vertical profiles of volume fraction, velocity and turbulence fields 
were measured at two streamwise positions, which are indicated as MP1 
and MP2. Measurements of the pressure difference in the gas phase were 
performed between locations marked with Δpg. The height of the water 
inlet channel is indicated as y0 = 9mm. 

Two-dimensional simulations were performed by using a single mesh 
cell in the third direction with a depth of 1mm. The actual depth of the 
WENKA test section of 110mm was used only for the three-dimensional 
domain simulations. A hexahedral mesh, such as the one shown in Fig. 1, 
was used. 

Tables 1 and 2 show the prescribed cell sizes in the channel section of 
the domain ( − 5mm⩽x⩽470mm, see Fig. 1) for the two- and three- 
dimensional simulations, respectively. In the gas outlet and inlet re
gions, the streamwise division was gradually increased to the value of 
2Δx. Table 1 shows that different cell heights were used in the water 
region (y < 9mm) and air region (y > 9mm) of the channel. However, 
cells were refined on both sides to match in size and to have a smooth 
transition from smaller water cells to larger air cells. Additionally, cells 

were refined slightly near the channel upper and lower walls to improve 
the mesh resolution in the wall boundary layer. For the three- 
dimensional simulations, the 2D mesh configuration shown in Fig. 1 is 
extruded uniformly in z-direction with a depth of 110mm. This direction 
is resolved with 22 cells with size Δz = 5mm, as listed in Table 2. 

2.6. Boundary and initial conditions 

Table 3 shows properties of air and water, which are based on flow 
conditions 3 and 23 of the WENKA experiment (Stäbler, 2007). Water 
enters the channel at the liquid inlet on the bottom left (as indicated in 
Fig. 1), flows through the test section and drains over a ramp at the 
bottom-right end of the domain. Air enters at the gas inlet on the right 
side of the domain and flows through the channel counter-currently to 
the water. A nearly steady-state supercritical (Fr = 2.36) stratified flow 
develops in the channel with only small ripple waves and thus a rela
tively smooth and well defined interface between air and water is 
established. These conditions are commonly used for validation of 
stratified flow models in literature (Porombka and Höhne, 2015; Höhne 
and Porombka, 2018). Here, the height of liquid film at the inlet (y0 =

9mm) is used to calculate the Froude number (Porombka and Höhne, 
2015) 

Fr =
uin

l
̅̅̅̅̅̅̅̅g⋅y0

√ = 2.36 . (15) 

The Reynolds numbers (see Table 3) of each phase are based on the 
mean velocity magnitude at the inlet (uin

k ) and the hydraulic diameter 
(dk) 

Rek =
ρkuin

k dk

μk
. (16) 

Profiles of velocity at the water and air inlet boundaries are not 
known from the experiment and have to be estimated from their 
respective mean magnitude values. For this purpose, field mapping from 
locations further downstream was used to obtain the profiles of velocity 
and turbulence fields of a fully developed channel flow at the individual 
phase inlets. Mapped values were sampled from cross-sectional planes 
located 45mm from the water inlet and 493mm from the air inlet 
boundary. Table 3 shows the imposed constrains on mean values for 
mapped velocity fields at air and water inlets, respectively. Turbulence 
fields were mapped without imposed constraints. The phase specific 
velocities are set to be identical at each individual inlet boundary, e.g. 
using the value of uin

g for both air and water velocity at air inlet, and 
similarly using uin

l for both velocities at water inlet. No-slip boundary 
conditions are imposed at channel walls. Flows of pure air and water are 
imposed at air and water inlets, respectively. At both outlets, fixed-value 
conditions are applied to the pressure field, while zero-gradient condi
tions are used for the remaining fields, namely phase-specific velocity 
fields, phase fraction fields and fields of turbulent properties. 

Initial phase-specific velocity fields were set to zero and the initial 

Fig. 1. Computational domain and boundary conditions. All dimensions are in mm. Cells of the two-dimensional Mesh 1 from Table 1 are shown here for illustration. 
The three-dimensional domain has been uniformly extruded in z-direction with a d.epth of 110 mm. 

Table 1 
2D mesh cell sizes for the channel section.   

Δx [mm] Δywater [mm] Δyair [mm] Ncells [− ]

Mesh 1 5.00 1.00 2.60 8002 
Mesh 2 2.50 0.50 1.30 32557 
Mesh 3 1.25 0.25 0.65 130528  

Table 2 
3D mesh cell sizes for the channel section  

Δx [mm] Δywater [mm] Δyair [mm] Δz [mm] Ncells [− ]

5.00 1.00 2.60 5.00 176044  

Table 3 
Flow properties.   

ρk [kg/m3] μk [Pa⋅s] uin
k [m/s] Rek [− ]

Air 1.20 1.82⋅10− 5  4.44 2.73⋅104  

Water 998 1.00⋅10− 3  0.70 1.16⋅104   

Table 4 
Turbulence initial conditions.   

Ik [− ] μT
k/μk [− ] kk [m2/s2] ωk [1/s]

Air 0.05 10 7.39⋅10− 2  488 

Water 0.05 10 1.84⋅10− 3  183  
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pressure was set to the ambient pressure of 100900 Pa (Stäbler, 2007). 
Fields of phase-specific turbulent kinetic energy kk and specific dissi
pation rate ωk were set to their respective initial values shown in 
Table 4. Values of initial turbulent kinetic energy for both water and air 
were estimated from the turbulence intensity I using 

kin
k =

3
2
(
uin

k Ik
)2

. (17) 

The specific dissipation rate was estimated assuming the ratio of 
eddy and molecular viscosity μT

k/μk = 10 and using 

ωk =
ρkkk

μk

(
μT

k

μk

)− 1

. (18) 

At the start of the simulation, the part of the channel between the 
water inlet and left tip (at x = − 5mm) is filled with water, while the rest 
of domain is full of air. During the simulation, water, which enters the 
domain at the left inlet, flows through the test section and drains over a 

ramp at the bottom-right end. 
After initial perturbation, a nearly steady stratified counter-current 

flow of air and water develops in the simulated channel. But, as very 
small oscillations in the flow were observed (as demonstrated for the 
pressure difference results in Section 3.1) the time averaged flow fields 
are investigated. After the initial transient, the flow was averaged over a 
time period of 10 s, which is equivalent to about 14 flow-through times 
of the channel test section (length of 0.470m) based on the mean water 
velocity of 0.7 m/s. 

3. Results and discussion 

The goal of the results presented in this section is to demonstrate the 
capabilities of the hybrid model framework (Meller et al., 2020) to 
adequately model the turbulent flow conditions near a smooth 
gas–liquid interface in isothermal counter-current stratified flow. 
Simulation results are compared to measurement data from WENKA 

Fig. 2. Comparison between measurement data (Stäbler, 2007) and simulations with different damping strategies: no damping, symmetric (both phases) and 
asymmetric (only in the gas phase). The horizontal dash-dot line shows the water level measured in. the experiment. 
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experiment (Stäbler, 2007), which include vertical profiles of phase 
volume fraction, velocity and turbulent kinetic energy, as well as the 
pressure difference in the test channel. 

Presented results are organized into four sets. The first set represents 
an evaluation of different turbulence damping approaches: no damping, 
symmetric damping (both phases) and asymmetric damping (only the 
gas phase). The second set shows results of a parametric study on the 
damping length scale parameter δk, which affects the amount of 
damping of the turbulent kinetic energy near an interface. These simu
lations were performed using the coarse two-dimensional mesh 1 (see 
Table 1). Hence, the third set represents the results of mesh sensitivity 
study using the asymmetric damping approach. Finally, results of sim
ulations using a three-dimensional domain (see Table 2) are shown, 
which represents the actual channel geometry in the WENKA experi
ment more precisely. 

3.1. Evaluation of the turbulence damping approach 

The results presented in this section illustrate the necessity for tur
bulence damping near the interface in RANS modelling of stratified 
flows. Data marked with no damping were obtained without the damping 
term given by Eq. (11). Simulations with symmetric damping were per
formed with damping terms present in turbulence models for both 
phases using identical values for the damping length scale parameter 
(with δg = δl = 7⋅10− 5 m). Simulations with asymmetric damping were 
performed with the damping term being only present in the gas phase. 

The damping length scale parameter value can be determined from 
the parameters used by Porombka and Höhne (2015), who simulated the 
WENKA experiment with the AIAD model using the original damping 
formulation by Egorov (2004), which is formulated in terms of damping 
coefficient B = 100 and grid spacing parameter Δn = 1.65mm. The 
damping length scale was then obtained using the definition of damping 
scale parameter δ2

k = Δn2/(6B) adopted from the paper of Frederix et al. 
(2018). 

Simulation results for vertical profiles of air volume fraction, mixture 
streamwise velocity Ux and mixture turbulent kinetic energy km =

αgkg +αlkl are presented in Fig. 2 and compared with measured profiles 
provided by Stäbler (2007). The profiles of turbulent kinetic energy 
show the modelled values obtained from the k-ω SST turbulence model. 
Phase velocity fields coexist in the two-fluid model as “interpenetrating 
continua” in each point in space and time (Ishii and Hibiki, 2006). The 
mixture velocity of pure gas and liquid regions in stratified flows is equal 
to the respective velocity of the present phase. These two regions are 

separated by an interface, represented in the two-fluid model as a band 
of cells, where phase volume fractions are between 0 and 1. The drag 
force model (see Eq. (9)) ensures the strong momentum coupling, which 
essentially equalises the phase velocities (fulfilling the no-slip condition 
at the interface). Hence, it is sufficient to plot only the velocity of one 
phase (water in this case) for the vertical profiles over the whole 
domain. This is in contrast to other two-fluid model simulations of 
WENKA in the literature (Höhne and Mehlhoop, 2014; Höhne and 
Porombka, 2018), where velocity slip was permitted. Profile plots are 
extracted at the two locations in the channel, according to experimental 
investigations: MP1 at x = 235mm and MP2 at x = 380mm (also marked 
in Fig. 1). The horizontal dash-dot line in Fig. 2, annotated with meas. 
surf., indicates the water surface level measured in the experiment 
(Stäbler, 2007). 

When compared to the measured data (similarly as in Porombka and 
Höhne, 2015; Höhne and Porombka, 2018), profiles obtained without 
turbulence damping show much larger discrepancies and indicate that 
these simulations predict a different flow regime. Due to the large 
overestimation of liquid surface height, as indicated by the air volume 
fraction profile, and thus narrower flow area for the gas, the maximum 
velocity is significantly larger compared to simulations with damping or 
the experimental data. The second noticeable discrepancy is a smaller 
velocity gradient in the gas phase near the interface, due to the over
prediction of turbulent kinetic energy and, hence, the increased ex
change of momentum. For this reason, characteristic linear profiles of 
gas velocity above the interface are observed in the results without 
damping (see Ux profile in Fig. 2a for y between 30 and 50 mm). Similar 
observations were noted by other authors, who simulated the stratified 
flow in the WENKA channel (Porombka and Höhne, 2015; Höhne and 
Porombka, 2018), although they used a different drag force model 
(AIAD) and different turbulence damping formulation (with original 
Egorov term) compared to the present modelling approach. 

As demonstrated by the results in Fig. 2, the prediction of measured 
vertical profiles improves significantly with symmetric damping. How
ever, similarly to observations in the literature (Höhne and Porombka, 
2018; Porombka and Höhne, 2015; Frederix et al., 2018), the turbulence 
damping procedure tends to underpredict the values of turbulent kinetic 
energy on the liquid side of the interface. Trying to alleviate this prob
lem, Höhne and Porombka (2018) used an additional turbulence pro
duction term by introducing the sub-grid wave turbulence model (SWT) 
and disabled the damping term in the liquid phase. They found that the 
effect of the SWT model is very small for the simulated flow conditions, 
with only small ripple waves present. When both approaches are used, it 
is also difficult to distinguish between the effects of the SWT model and 
the disabled damping term. For this reason, the SWT model was not 
considered in the present work. Present comparison of the results be
tween symmetric and asymmetric damping indicates that asymmetric 
damping improves the prediction of turbulent kinetic energy on the 
liquid side of the interface, as shown in Fig. 2. But, as also noted by 
Höhne and Porombka (2018), it comes with the cost of a worse pre
diction of streamwise velocity and, to a lesser extent, turbulent kinetic 
energy on the gas side of the interface. 

In addition to vertical profiles of the flow, the pressure difference Δpg 
in the gas part of the channel (see Fig. 1) was measured to be 0.8 ± 0.6 
Pa for the simulated flow conditions of the WENKA experiment (Stäbler, 
2007). Fig. 3 shows the simulated pressure difference Δpg over time for 
simulations with symmetric and asymmetric turbulence damping. As 
shown, the only noticeable difference are the larger oscillations in 
pressure for the symmetric case. After the initial transient, the pressure 
difference converges within the measured tolerance in both cases. For 
simulations without dampening, the pressure difference was at least an 
order of magnitude higher compared to the measured one and is 
therefore not shown in Fig. 3. 

Fig. 3. Simulated pressure difference Δpg using symmetric and asymmetric 
turbulence damping compared with experimental results of Stäbler (2007). 
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3.2. Parametric study on the turbulence damping scale 

The amount of turbulence damping (the strength of Sω
k term in Eq. 

(11)) is controlled by the damping scale parameter δk, of which the 
physical interpretation is an open subject in the literature (Frederix 
et al., 2018; Mathur et al., 2019). Frederix et al. (2018) presented a 

parametric study for the co-current stratified flow in channel experiment 
of Fabre et al. (1987) over a range of damping scale values from 
approximately 10− 2 m to 10− 5 m and recommended the value of 10− 4 m 
to be used. 

A similar parametric study is performed in the present work on the 
counter-current stratified flow case from the WENKA experiment. The 
objective is to investigate if the damping scale formulation performs 
consistently on a different stratified flow case. In addition to symmetric 
damping (δg = δl), the present parametric study is performed using 
asymmetric damping, where weaker damping is prescribed with a larger 
damping scale δl > δg on the liquid side. Here, the definition of asym
metric damping used in the previous section is extended, as very large 
values of δl mean that the damping term in liquid is essentially disabled 
(Sω

k →0 in Eq. (11)). For symmetric damping, values from δk = 10− 2 m 
down to 4⋅10− 5 m are investigated. For asymmetric damping, different 
liquid damping scale values from δl = 10− 2 m down to 10− 4 m are 
investigated, while a constant value δg = 7⋅10− 5 m is used in the gas 
phase. The idea behind using different asymmetric damping scale values 
is to investigate if a small amount of turbulence damping in liquid phase 
(in contrast to no damping) could further improve simulation results. 

Fig. 4 shows the results for the pressure difference using different 
values for symmetric and asymmetric damping scales. Results demon
strate a transition region between δk values of 10− 4 m and 10− 3 m where 
a steep increase in simulated pressure difference occurs, which indicates 
a significant change in the simulated flow pattern. The observed tran
sition band agrees with the one reported by Frederix et al. (2018) for the 
simulations of co-current stratified flow in the channel of Fabre et al. 

Fig. 4. Simulated pressure difference Δpg using different turbulence damping 
scales compared with experimental results of Stäbler (2007). 

Fig. 5. Comparison between different profiles at MP1 (x = 235mm) using symmetric and asymmetric damping scales. The horizontal dash-dot line shows the water 
level measured in the experiment (Stäbler, 2007). 
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(1987). For symmetric damping scales below the recommended value of 
δk = 10− 4 m (Frederix et al., 2018), calculated pressure differences fall 
within the measured error band. The second set of results with the 
asymmetric approach display only a very small variation with different 
damping scale values δl in the liquid phase (at constant value in the gas 
phase). 

Next, the effects of different damping scale values on the simulated 
vertical profiles of the flow are investigated. Fig. 5 shows comparison of 
different vertical profiles at MP1 using different values for symmetric 
and asymmetric damping scales δk and also including simulation 
without any damping. Evidently, the results without damping or with 
large damping scales above the transition region are significantly 
different to the ones where the damping scale is close to or smaller than 
the recommended value of 10− 4 m. 

With symmetric damping, small improvements can be observed with 
decreasing damping scale values, as shown by the vertical profiles in 
Fig. 5a. At the same time, results show that the error in the 

underprediction of turbulent kinetic energy near the interface is 
increasing with the diminishing damping scale. The value of δk = 7⋅10− 5 

m seems to offer a good compromise and is only slightly smaller that the 
value of 10− 4 m recommended by Frederix et al. (2018). 

As can be derived from the study on pressure difference (both in 
Fig. 4 and in Frederix et al., 2018), the damping scale parameter acts 
similarly to an on/off switch with a transition band between 10− 4 m and 
10− 3 m (and is very similar to the results of Frederix et al., 2018) for 
turbulence damping. This is especially evident for asymmetric damping 
in Fig. 5b, where the results for δl < 10− 4 m are essentially the same as 
the one where damping in water was turned off by removing the source 
term. Thus, the study on using different asymmetric damping values in 
the liquid phase did not produce any improvement of the simulated 
profiles, compared to the ones presented in the previous Section 3.1. 

Fig. 6. Mesh study for simulations using asymmetric turbulence damping. The horizontal dash-dot line shows the water level measured in the experiment 
(Stäbler, 2007). 
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3.3. Mesh sensitivity study 

The present modelling approach is evaluated further with a mesh 
sensitivity study performed using three different two-dimensional 
meshes (see Table 1) and and the asymmetric damping approach with 
δg = 7⋅10− 5 m and no damping in water. Results for vertical profiles are 
presented in Fig. 6 and show reasonable agreement between different 

meshes. At the location MP1, the volume fraction profiles are converging 
towards the measured ones. At the second location MP2, the water level 
is slightly under-predicted, especially on Mesh 3. Volume fraction pro
files reveal that the interface is resolved more accurately on finer meshes 
compared to coarser ones. This has an effect on the vertical profiles for 
velocity and turbulent kinetic energy near the gas–liquid interface, 
which exhibit higher gradients in the interface region as well. 

Small differences between meshes can also stem from the fact, that 
the strength of the turbulence damping source from Eq. (11) is affected 
by the magnitude of the interface indicator field in Eq. (12), which in
cludes the approximation of local grid size normal to the interface in Eq. 
(14). As shown before with the parametric study on the damping scale 
(see Fig. 5), the strength of the turbulence damping source has a small 
effect on velocity profiles. 

3.4. Three-dimensional simulation 

The two-dimensional meshes are used to perform the parametric 
study on turbulent damping scale. However since depth (110mm) and 
height (90mm) of the WENKA test section are quite comparable, and 
side walls of the channel can have an effect on the flow in the middle 
plane (where measurements were taken), a full three-dimensional 
simulation represents a more realistic setup for validation. The numer
ical model and procedure used for 2D simulations are applied to the 3D 
simulation with mesh parameters listed in Table 2. Again, the symmetric 
damping (δg = δl = 7⋅10− 5 m) and asymmetric damping approach 
(without damping in the liquid phase) were investigated. For the 3D 
simulations, the near wall mesh resolution corresponds to the maximum 
y+ value of 24 at both top and bottom walls of the channel test section 
(the region between − 5mm⩽x⩽470mm, see Fig. 1) for air and water, 

Fig. 7. Simulated pressure difference Δpg on 3D mesh compared to 2D results 
and measurements (Stäbler, 2007). 

Fig. 8. Results for a 3D domain compared to 2D domain results and measured vertical profiles by Stäbler (2007). The horizontal dash-dot line shows the water level 
measured in the experiment. 
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respectively. 
Regarding the pressure difference in the gas phase, results in Fig. 7 

show no significant difference between 2D and 3D simulation when 
quasi steady state is reached after the initial transient. Both 3D results, 
with symmetric and asymmetric damping, are within the error band of 
the measured results by Stäbler (2007). Again, without damping the 
simulated pressure difference is significantly higher and, hence, it is not 
shown. 

Fig. 8 shows results for vertical profiles of streamwise velocity and 
turbulent kinetic energy obtained with 3D simulations, which are 
compared with the 2D mesh results and the experimental measurements 
(Stäbler, 2007). Results regarding velocity values and especially the 
velocity maximum are improved when using a three-dimensional 
domain. Regarding profiles of turbulent kinetic energy obtained with 
symmetric damping, minor differences can be observed between 2D and 
3D results, with better agreement of 2D results with the measured profile 
in the gas flow. 

4. Summary and conclusions 

The results presented in this paper demonstrate the capability of the 
hybrid model Meller et al. (2020) to simulate stratified flows. The solver 
is implemented in OpenFOAMC++ library and uses consistent mo
mentum interpolation together with the partial elimination algorithm in 
order to handle strong momentum coupling implied by the no-slip 
assumption at the interface, which allows to mimic the behaviour of a 
homogeneous model. Turbulence damping at the free-surface with the 
damping scale formulation of Frederix et al. (2018) was introduced into 
the k − ω SST model in OpenFOAM and the implementation was tested 
and validated with measurements of the isothermal stratified air–water 
counter-current channel flow in the WENKA experiment (Stäbler et al., 
2006; Stäbler, 2007). Validation results include comparisons of pressure 
difference in the channel and vertical profiles of volume fraction, ve
locity and turbulent kinetic energy. 

Symmetric and asymmetric damping were investigated, where tur
bulence damping is applied in both phases and solely in the gas phase, 
respectively. Asymmetric damping improves the prediction of turbulent 
kinetic energy on the liquid side of the interface, but with the cost of 
reducing accuracy of velocity profiles on the gas side. With symmetric 
damping, the turbulent kinetic energy near the interface tends towards 
very small values, which is not observed in the experiment. 

A parametric study on the damping scale parameter was performed 
and the obtained behaviour of the model is comparable to findings 
presented by Frederix et al. (2018) for their simulations of the co-current 
stratified flow in the Fabre channel (Fabre et al., 1987). The damping 
scale acts similar to an on/off switch with a transition band between 
values 10− 3 and 10− 4 m (the latter being the recommended value by 
Frederix et al. (2018)). Present simulations show that a slightly smaller 
value of δk = 7⋅10− 5 m, which was derived from Egorov damping pa
rameters in AIAD simulations of WENKA channel by Porombka and 
Höhne (2015), yields better agreement between simulated and 
measured flow data. On the other hand, the investigation with less 
damping prescribed in the liquid phase compared to the gas phase 
(δl > δg) did not produce any improvement over the results where the 
damping term in water was completely removed, as proposed by Höhne 
and Porombka (2018). 

Finally, using the most appropriate asymmetric damping strategy 
determined with the 2D parametric study, three-dimensional simula
tions of the WENKA test section were performed. These results show that 
slight improvements in the prediction of the velocity profiles in the gas 
phase can be obtained with a more realistic 3D model. 

In view of the morphology adaptive framework (Meller et al., 2020), 
present results validate the no-slip drag force approach (mirroring ho
mogeneous model) with turbulence damping on a stratified flow case 
with a relatively smooth interface. More complex stratified flow cases, 

with unresolved surface waves and droplets, will require future im
provements in the drag force modelling approach (allowing some ve
locity slip) and ability to handle disperse phase entrainment and de- 
entrainment processes, that can occur when waves mix and break. 
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