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ABSTRACT
We find an algorithmic procedure that enables the computation and
description of the structure of the isotropy subgroups of the groupof
complex orthogonal matrices with respect to the action of similarity
on complex symmetric matrices. A key step in our proof is to solve a
certain rectangular block upper triangular Toeplitz matrix equation.
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1. Introduction

Allmatrices considered in this paper are complex unless otherwise stated.We use the nota-
tion Cm×n for the set of matrices of sizem × n. By Sn(C) we denote the vector space of all
n − by−n symmetric matrices; A is symmetric if and only if A = AT . Let further On(C)

be the subgroup of orthogonal matrices in the group of nonsingular n−by−n matrices
GLn(C). A matrix Q is orthogonal if and only if Q = (QT)−1. The action of orthogonal
similarity on Sn(C) is defined as follows:

� : On(C) × Sn(C) → Sn(C), (Q,A) �→ QTAQ. (1)

The isotropy group at A ∈ Sn(C) with respect to action (1) is denoted by

�A := {Q ∈ On(C) |QTAQ = A}, (2)

and matrices that are orthogonally similar to A form the orbit of A:

Orb(A) := {QTAQ |Q ∈ On(C)}. (3)

Isotropy groups corresponding to the same orbit are conjugated (isomorphic).
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Action (1) describes symmetries of Sn(C). Hua’s fundamental results [1–3] on the
geometry of symmetric matrices assure that the study of symmetric matrices under
T-congruence (which includes (1)) is quite general.

An important information concerning a group action is provided by its orbits and the
corresponding isotropy groups (see textbooks [4,5]), and to find these for action (1) is the
main purpose of this paper. In the (generic) case of matrices with all distinct eigenvalues,
the isotropy groups are clearly trivial (Proposition 3.1), while the situation for (especially)
nondiagonalizable matrices is more involved. We find an inductive procedure that enables
the computation and description of the structure of the isotropy subgroups (Theorem 3.2).
A key ingredient in the proof of the theorem is Lemma 4.1. It provides solutions of a certain
rectangular upper triangular Toeplitz matrix equation ; hence, it might be also of indepen-
dent interest inmatrix analysis; e.g. in the paper by the author [6] (see Remark 5.1) a similar
equation appeared.

To some extent (in lower dimensions), the isotropy groups are expected to be applied to
tackle the problem of simultaneous reduction under T-congruence of a pair (A,B) with A
arbitrary and B nonsingular symmetric. We first make B into the identity I by applying the
Autonne–Takagi factorization and reduce (A,B) to (A′, I). Next, we writeA′ = C + Z with
S symmetric and Z skew-symmetric. By a suitable orthogonal similarity transformation
(keeping I intact), we putC into the symmetric normal form S(C); we obtain (S(C) + Z′, I)
with Z′ skew-symmetric. Finally, Z′ is simplified by using the isotropy group of S(C) with
respect to (1) (keeping I, S(C) intact). We add that a reduction of symmetric pairs under
T-congruence was considered in [7].

In connection to isotropy groups, we also mention that the so-called linear isotropy
representation at A ∈ Sn(C) is indeed the restriction of (1):

�A × TA → TA, (Q,A) �→ QTAQ, TA := {XTA + AX |X = −XT ∈ C
n×n}, (4)

a representation of �A on a complex vector space TA ⊂ Sn(C) associated to the tangent
space of Orb(A) ⊂ Sn(C) at A (see also Section 3). It is closely related to invariant objects
of Orb(A) (see, e.g. [[4, II.Ch.2.3];[8, Ch. X]]). On the other hand, (1) can be seen as a
representation ofOn(C); note that the classification of representations of complex classical
groups along with their invariants is well understood (see [9]). We shall not consider this
matter further here.

2. Preparatory material

In this section, we prepare some preliminary material.
First, let a block upper triangular Toeplitz matrix be

T(A0,A1, . . . ,Aβ−1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0 A1 A2 . . . . . . Aβ−1

0 A0 A1 A2
...

...
. . . A0 A1

. . .
...

...
. . .

. . .
. . . A2

...
. . .

. . . A1
0 . . . . . . . . . 0 A0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(β−by−β),
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A0,A1, . . . ,Aβ−1 ∈ C
m×n,

where T(A0,A1, . . . ,Aβ−1) = [Tjk]
β

j,k=1 with Tjk = 0 for j> k and Tjk = T(j+1)(k+1).
The principal object of our investigation will be (up to similarity) the solutions of the

homogeneous linear Sylvester equation AX−XA = 0 with a given square matrix A. Thus,
we recall the following classical result (see, e.g. [10, Ch. VIII]).

Theorem 2.1: Let J be of form (11). Let us consider the following matrix equation:

JX = XJ. (5)

(1) Assume that J = ⊕N
r=1 Jr, in which all summands of J corresponding to the eigenvalue

ρr are collected together into Jr. Then X is a solution of Equation (5) if and only if it is of
the form X = ⊕N

r=1Xr with JrXr = XrJr.
(2) Let J = ⊕N

r=1
⊕mr

j=1 Jαj(λ) for λ ∈ C and α1 > α2 > . . . > αN, and let X be parti-
tioned conformally into blocks as J. ThenX is a solution of (5) if and only if X = [Xrs]Nr,s=1
is such that every block Xrs is further an mr−by−ms block matrix with blocks of size
αr × αs and of the form ⎧⎪⎪⎨⎪⎪⎩

[0 T], αr < αs,[
T
0

]
, αr > αs,

T, αr = αs,

(6)

in which T is an brs-by-brs upper triangular Toeplitz matrix (brs = min{αr,αs}).

For our developments, it is convenient to work with matrices having fewer Toeplitz
blocks. In the paper by Lin et al. [11, Sec. 3.1], this was achieved by conjugating with a
suitable permutationmatrix. Let e1, e2, . . . , eαm be the standard orthonormal basis inCαm.
We set a permutation matrix formed by these vectors:

�α,m := [
e1 eα+1 . . . e(m−1)α+1 e2 eα+2 . . . e(m−1)α+2 . . . eα e2α . . . eαm

]
. (7)

Observe that multiplication with �α,m from the right puts the 1 st, the (α + 1) th, . . . , the
((m − 1)α + 1)th column together, further the 2 nd, the (α + 2) th, . . . , the ((m − 1)α +
2)th column together, and so forth. Similarly, multiplying by�T

α,m from the left collects the
1 st, the (α + 1) th, . . . , the ((m − 1)α + 1)th row together, further the 2 nd, the (α + 2)
th, . . . , the ((m − 1)α + 2)th row together, and so forth.

Suppose X = [Xrs]Nr,s=1 is as in Theorem 2.1 (2.1). Next, fix r, s and let b = min{αr,αs}.
Denote the block of Xrs in the jth row and the kth column by

(Xrs)jk =

⎧⎪⎪⎨⎪⎪⎩
[0 Tjk], αr < αs,[
Tjk
0

]
, αr > αs,

Tjk, αr = αs,

j ∈ {1, . . .mr}, k ∈ {1, . . .ms},
Tjk := T(ajk0 , a

jk
1 , . . . , a

jk
b−1).
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By setting An := [ajkn ]
mr ,ms
j,k=1 ∈ Cmr×mr for n ∈ {0, . . . , b − 1} and T = T(A0, . . . ,Ab−1), it

gives a rectangular block upper triangular Toeplitz matrix of size αr × αs:

�T
αr ,mrXrs�αs,ms =

⎧⎪⎪⎨⎪⎪⎩
[0 T ], αr < αs,[
T
0

]
, αr > αs,

T , αr = αs.

By defining

X := �TX� = [�T
αr ,mrXrs�αs,ms]

N
r,s=1, (� := ⊕N

r=1�αr ,mr), (8)

we obtain an N−by−N block matrix such that its block Xrs is a rectangular αr−by−αs
block upper triangular Toeplitz matrix with blocks of sizemr × ms:

X = [Xrs]Nr,s=1, Xrs =

⎧⎪⎪⎨⎪⎪⎩
[0 Trs], αr < αs,[
Trs
0

]
, αr > αs,

Trs, αr = αs,

brs := min{αs,αr}, (9)

in which Trs = T(Ars
0 , . . . ,A

rs
brs−1) with Ars

j ∈ Cmr×mr is a block upper triangular Toeplitz
matrix of size brs × brs.

Example 2.1: N = 2, α1 = 3,m1 = 2, α2 = 2,m2 = 3:

�T
3,2

⎡⎢⎢⎢⎢⎢⎢⎣

a1 b1 a2 b2 a3 b3
0 a1 0 a2 0 a3
0 0 0 0 0 0
a4 b4 a5 b5 a6 b6
0 a4 0 a5 0 a6
0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦ �2,3 =

⎡⎢⎢⎢⎢⎢⎢⎣

a1 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 b6
0 0 0 a1 a2 a3
0 0 0 a4 a5 a6
0 0 0 0 0 0
0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦ .

Next, we show that the set of nonsingular matrices of form (9) has a group structure
similar to the structure of the group of all nonsingular upper triangular matrices. We use
ideas from the proof of a somewhat stronger result for upper unitriangular matrices [[12,
Lecture 21];[5, Example 6.49]].

Lemma 2.2: Let T be the set of all nonsingular matrices of form (9). Then T is a subgroup
of the group of all nonsingular matrices. Furthermore, T = D � U is a semidirect product of
subgroups, where D ⊂ T contains all nonsingular block-diagonal matrices, and U ⊂ T is a
normal subgroup that consists of matrices whose diagonal blocks are block upper triangular
Toeplitz matrices with identity as the diagonal block. Further, U is unipotent of order at most
α1 − 1 and it has nilpotency class at most α1.

Proof: First, we examine the set U of all nonsingular matrices of form (9) such that their
diagonal blocks are block upper triangular Toeplitz matrices with identities as the diagonal
blocks.
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For k ∈ {1, . . . ,α1 − 1}, letNk be the set of nonsingular matrices of form (9) with Trs =
T(0, . . . , 0,Ars

k ,A
rs
k+1, . . . ,A

rs
brs−1) (i.e. A

rs
0 = . . . = Ars

k−1 = 0) for brs > k and Trs = 0 for
k ≥ brs, and such that Arr

k = 0 for all r. Thus

U − I =: N0 ⊃ N1 ⊃ · · · ⊃ Nα1−1 = {0}.

Sums and products of rectangular upper triangular Toeplitz matrices of the appropriate
size are again rectangular upper triangular Toeplitz matrices. Moreover,

Nk + Nk ⊂ Nk, N0Nk ⊂ Nk+1, NkN0 ⊂ Nk+1.

In particular, Nα1−k−1
k = {0}; thus matrices in Nk are nilpotent. ForN ∈ Nk, we have

(I + N )−1 = I − N + N 2 − . . . + (−1)α1−k−1N α1−k−1.

Hence Uk := I + Nk is a unipotent group. Taking I + N ∈ Uk (withN ∈ Nk) and I +
N ′ ∈ U (withN ′ ∈ N0), we get their conjugate and their commutator of the form:

(I + N ′)−1(I + N )(I + N ′) = I + (
(I − N ′ + (N ′)2 − . . .)N (I + N ′)

) ∈ Uk,

[I + N ,I + N ′] = (I + N )−1(I + N ′)−1(I + N )(I + N ′)

= (
(I − N + N 2 − . . .)(I − N ′ + (N ′)2 − . . .)

)
× (

(I + N )(I + N ′)
)

= (I − N − N ′ + M1)(I + N + N ′ + M2)

= I + M3 ∈ Uk+1,

whereM1,M2,M3 ∈ Nk+1. Therefore,

U = U0 ⊃ U1 ⊃ · · · ⊃ Uα1−1 = {I} (10)

is a central series of normal subgroups, i.e. [U,Uj] is a commutator group of Uj+1.
AnyX ∈ T (nonsingular and of form (9)) can bewritten asX = DU , whereU ∈ U and

D ∈ D is a nonsingular block-diagonal matrix of form (9). For D1,D2 ∈ D and U1,U2 ∈
U, we get that (D1U1)(D2U2)

−1 = D1(U1U−1
2 )D−1

2 is of the form (9), thus T is a group.
Next, conjugating I + N ∈ I + N0 = U byDU gives

U−1D−1(I + N )DU = I + U−1D−1NDU ∈ U.

This proves the normality of U and concludes the proof. �

Remark 2.1: It would be interesting to know whether (10) is a lower central sequence or
not. Note that the situation seems more involved than in the case of upper unitriangular
matrices, inwhich the commutators of suitably chosen generators are again generators ([12,
Proposition 3.31]).
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3. Isotropy groups

To be able to compute the isotropy groups under (1), it is important to have simple
representatives of orbits. Given a matrix A with its Jordan canonical form:

J(A) =
⊕
j

Jnj(λj), λj ∈ C,

Jn(λ) :=

⎡⎢⎢⎢⎢⎣
λ 1 0

λ
. . .

. . . 1
0 λ

⎤⎥⎥⎥⎥⎦ , λ ∈ C (n−by−n),
(11)

the symmetric canonical form under similarity is

S(A) =
⊕
j

Knj(λj), (12)

in which

Kn(λ) := 1
2

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
2λ 1 0

1
. . .

. . .

. . .
. . . 1

0 1 2λ

⎤⎥⎥⎥⎥⎦ + i

⎡⎢⎢⎢⎢⎣
0 −1 0

. .
.

. .
.

1

−1 . .
.

. .
.

0 1 0

⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠ , λ ∈ C (n−by−n).

(13)
It is uniquely determined up to a permutation of its direct summands; recall that symmet-
ric matrices are similar if and only if they are orthogonally similar (see the textbook by
Gantmacher [10, Ch. XI]). For tridiagonal normal forms check [13].

SinceQTAQ = A is equivalent to (J(A))X = X(J(A))with J(A) = PAP−1,X = PQP−1,
the following fact on isotropy groups follows immediately from Theorem 2.1 (2.1).

Proposition 3.1: If λ1, . . . , λk are distinct eigenvalues of A = ⊕k
j=1 Sj, where each Sj is a

direct sum whose summands are of form (13) and correspond to the eigenvalue λj, it then
follows that�A = ⊕k

j=1 �Sj . Furthermore, if Sj = λjInj for some index j, then�Sj = Onj(C).
(We denote the n × n identity matrix by In.)

It implies that the isotropy groups under (1) are trivial on a complement of a complex
analytic subset of codimension 1 in Sn(C) (having nonvanishing discriminants of their
characteristic polynomials).

Ourmajor goal is to inspect the isotropy groups of nongenericmatrices (especially non-
diagonalizable).We shall see later on that these are related tomatrices of form (9) such that
the following conditions are satisfied:

(I) For r, s ∈ {1, . . . ,N} the nonzero entries ofXrs with r> s can be taken as free variables,
and (Xrr)11 = Arr

0 ∈ Omr(C) can be any orthogonal matrix.
(II) For r ∈ {1, . . . ,N} with αr ≥ 2 let Zr

j′ = −(Zr
j′)

T for j′ ∈ {1, . . . ,αr − 1} be a freely
chosen skew-symmetric matrix of size mr × mr. The entries of Ars

j for either r = s,
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αr ≥ 2, j ∈ {1, . . . ,αr − 1} or s> r, N ≥ 2 are determined uniquely by the entries of
all Ar′s′

j̃ with j̃ = 0, s′ = r′ or s′ ≤ r′, j̃ ∈ {0, . . . ,αr′ − 1} (chosen in (I)), by the entries

of all Zr′
j̃ with j̃ ∈ {1, . . . , j − 1} (if j ≥ 2) or j̃ = j, r = r′, and when s> r, N ≥ 2 also

by the entries of Zr′
j for all r′; here r′, s′ ∈ {1, . . . ,N}.

Two significant examples of matrices of form (9) satisfying (I) and (II) are:

Example 3.1: Given skew-symmetric Zr
n for r ∈ {1, . . . ,N}, n ∈ {1, . . . ,αr − 1}, we set

W =
N⊕
r=1

T(Imr ,W
r
1, . . . ,W

r
αr−1),

Wr
1 :=

1
2
Zr
1, Wr

n+1 :=
1
2

⎛⎝Zr
n+1 −

n∑
j=1

(Wr
j )

TWr
n−j+1

⎞⎠ , n ≥ 1.

(14)

Example 3.2: The following matrix contains the identity matrix as a principal submatrix,
formed by all blocks except those at the pth and the tth columns and rows, while blocks in
the pth and the tth columns and rows are as follows:

Gk
p,t(F) = [(Gk

p,t(F))rs]Nr,s=1, (Gk
p,t(F))rs =

⎧⎪⎪⎨⎪⎪⎩
[
0 Urs

]
, αr < αs,[

Urs
0

]
, αr > αs,

Urs, αr = αs,

p < t, (15)

where

Urs =
{⊕αr

j=1Imr , r = s,
0, r �= s

, {r, s} �⊂ {p, t}, Urr = T(Imr ,A
rr
1 , . . . ,A

rr
αr−1), r ∈ {p, t},

App
j =

{
an−1(FTF)n, j = n(2k + α − β),
0, otherwise, an = − 1

22n+1
1

n + 1

(
2n
n

)
,

Att
j =

{
an−1(FFT)n, j = n(2k + α − β),
0, otherwise,

Upt = Nk
αt (F), Utp = Nk

αt (−FT), 0 ≤ k ≤ αt − 1,

in which Nk
β(F) is a β−by−β block matrix with F ∈ C

mp×mt on the kth diagonal above
the main diagonal for k ≥ 1 (on the main diagonal for k = 0) and zeros otherwise.

If N = 3, α1 = 4, α2 = 2, α3 = 1,m1 = 2,m2 = 3,m3 = 1, F ∈ C2×3, we have

G0
1,2(F) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I2 0 −1
2
FTF 0 −FT 0 0

0 I2 0 −1
2
FTF 0 −FT 0

0 0 I2 0 0 0 0
0 0 0 I2 0 0 0
0 0 F 0 I3 0 0
0 0 0 F 0 I3 0
0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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The following theorem is our main result; we prove it in Section 5.

Theorem 3.2: If A = ⊕N
r=1(

⊕mr
j=1 Kαr(λ)) for λ ∈ C, then its isotropy group �A with

respect to (1) has the following properties:

(1) It is isomorphic to the subgroup of the group of all invertible matrices of form (9)
and such that its elements satisfy conditions (I) and (II). In particular, dim(�S) =∑N

r=1 αrmr(
1
2 (mr − 1) + ∑r−1

s=1 ms).
(2) It is isomorphic to a semidirect product of groups, i.e. �S ∼= O � V, in which the sub-

groupO consists of all matrices of the formQ = ⊕N
r=1(⊕αr

j=1Qr)with Qr ∈ Omj(C), and
a unipotent normal subgroup V (of order at most α1 − 1 and nilpotency class at most
α1) generated by the set of matrices of form (14) and (15).

Werefer to [5, Chs. 6 and 14] for a comprehensive introduction to the theory of nilpotent
and unipotent algebraic groups.

Remark 3.1: An algorithm to compute the isotropy groups is provided as (the essential)
part of the proof of Theorem 3.2, more precisely, by Lemma 4.1. Due to technical reasons,
the lemma is stated and proved in Section 4.

Basic properties of an action of a Lie group on a manifold (check, e.g. [4, Ch. II.1])
imply that orbits of action (1) are immersed homogeneous submanifolds in Sn(C) and
the isotropy group �A for any A ∈ Sn(C) is a Lie subgroup of On(C). Moreover, the orbit
Orb(A) is biholomorphic to the quotientOn(C)/�A, and the codimension of�A inOn(C)

is equal to the codimension of Orb(A) ⊂ Sn(C).

Corollary 3.3: If λ1, . . . , λk are distinct eigenvalues of S = ⊕k
j=1 Sj, where each Sj is a

direct sum whose summands are of form (13) and correspond to the eigenvalue λj, then
codim(Orb(S)) = ∑k

j=1 codim(Orb(Sj)). Moreover, if S = ⊕N
r=1(

⊕mr
j=1 Sαr(λ)) for λ ∈ C,

it then follows that codim(Orb(S)) = ∑N
r=1 αrmr(

1
2 (mr + 1) + ∑r−1

s=1 ms).

Although the above corollary is an immediate consequence of Theorem 3.2, we also
give a direct simple proof, since the tangent space of Orb(A) at A (see TA in (4)) is easily
computed. Indeed, if Q(t) is a complex-differentiable path of orthogonal matrices with
Q(0) = I, then

d
dt

∣∣∣
t=0

(
(Q(t))TAQ(t)

) = (Q′(0))TA + AQ′(0),

and differentiation of (Q(t))TQ(t) = I at t = 0 yields (Q′(0))T + Q′(0) = 0; conversely,
for any X = −XT , we have etX orthogonal with e0·X = I and d

dt |t=0(etX) = X.
The dimension of TA in (4) is precisely the codimension of the solution space of XTA +

AX = 0 with X = −XT (with respect to the space of skew-symmetric matrices). If J is the
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Jordan form of a symmetric matrix A with A = P−1JP, we get

JY = YJ, Y = PXP−1, X = −XT .

ThusY = [Yjk]Nj,k=1 has rectangular upper triangular Toeplitz blocksYjk (seeTheorem2.1),
and Y = −PXTP−1 = −P2YTP−2. Note that (see, e.g. [14, Theorem 4.4.24]):

Kα(λ) = PαJα(λ)P−1
α , Pα := 1√

2
(Iα + iEα), Eα =

⎡⎢⎣0 1

. .
.

1 0

⎤⎥⎦ (α−by−α),

(16)
in which Eα is the backward identitymatrix (with ones on the anti-diagonal); P2α = Eα . IfA
is of form (12), then Y = −EYTE, in which E is a direct sum of backward identity matrices
and it is partitioned conformally to Y. We further obtain that all Yjj = 0 and Yjk =

[
Tjk
0

]
,

Ykj = [ 0 Tkj ] with both Tjk, Tkj upper triangular Toeplitz and related by Tjk = −Tkj (see
also (25) and (26)). This proves Corollary 3.3.

Note that codim(Orb(A)) in Cn×n with respect to similarity is equal to the dimension
of the set of solutions of AX−XA = 0 (e.g. [15, Section 30]), while to get codim(Orb(A))

under T-congruence De Teran and Dopico [16] solved XA + AXT = 0.

4. Certain block upper triangular Toeplitz matrix equation

In this section, we consider a certain block upper triangular Toeplitz matrix equation. Its
solution (Lemma 4.1) is the key ingredient in the proof of Theorem 3.2.

Let α1 > α2 > . . . > αN andm1, . . . ,mN ∈ N. Suppose

B =
N⊕
r=1

T
(
Br0,B

r
1, . . . ,B

r
αr−1

)
, C =

N⊕
r=1

T
(
Cr
0,C

r
1, . . . ,C

r
αr−1

)
, F =

N⊕
r=1

Eαr(Imr),

Br0,C
r
0 ∈ GLmr(C) ∩ Smr(C), Br1,C

r
1, . . . ,B

r
αr−1,C

r
αr−1 ∈ Smr(C),

(17)

where Eα(Im) =
[ 0 Im

. .
.

Im 0

]
is an α−by−α block matrix with Im on the anti-diagonal and

zero-matrices otherwise. We shall solve a matrix equation

C = FX TFBX , (18)

in which X = [Xrs]Nr,s=1 is as in (9).
We first observe a few simple facts.
The calculation

(FX TFBX )T = X TBTFXF = FFX TF(FBTF)XF = F(FX TFBX )F

shows that for r �= s we have (FX TFBX )rs = 0 if and only if (FX TFBX )sr = 0. When
comparing the left-hand side with the right-hand side of (18) blockwise, it thus suffices to
observe only blocks in the upper triangular parts ofFXTFBX andC. Since (FX TFBX )rs
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and Crs are rectangular block upper triangular Toeplitz and of the same form for each r, s,
it is enough to compare the first rows of these blocks.

The following lemma explains the process of computing solutions of (18). Note that in
the proof of Theorem 3.2 we shall consider (18) for B and C equal to the identity matrix.
However, due to a possible application when computing isotropy groups of actions similar
to (1) (see Remark 5.1) and since it makes no serious difference to the proof, we prove a
little more general result.

Lemma 4.1: Let B, C as in (17) be given. Then the dimension of the space of solutions of
(18) that are of the form X = [Xrs]Nr,s=1 (partitioned conformally to B, C) with

Xrs =

⎧⎪⎪⎨⎪⎪⎩
[0 Trs], αr < αs,[
Trs
0

]
, αr > αs,

Trs, αr = αs,

α1 > α2 > . . . > αN , brs := min{αs,αr}
Trs = T

(
Ars
0 ,A

rs
1 , . . . ,A

rs
brs−1

)
, Ars

j ∈ Cmr×ms (19)

is
∑N

r=1 αrmr(
1
2 (mr − 1) + ∑r−1

s=1 ms). In particular, the general solution satisfies the follow-
ing properties:

(a) The entries of Arr
0 for r ∈ {1, . . . ,N} can be taken so that Arr

0 is any solution of the
equation Cr

0 = (Arr
0 )TBr0A

rr
0 . If N ≥ 2 the entries of Ars

j for r, s ∈ {1, . . . ,N} with r> s
and j ∈ {0, . . . ,αr − 1} can be taken as free variables.

(b) Assuming (a) and choosing the entries of matrices Zr
j = −Zr

j ∈ Cmr×mr for r ∈
{1, . . . ,N}, αr − 1 ≥ j ≥ 1 as free variables, the remaining entries of X are computed
by the following algorithm:

	krs
n := ∑n

j=0
∑n−j

l=0(A
kr
j )TBkn−j−lA

ks
l

for j = 0 : α1 − 1 do
if r ∈ {1, . . . ,N}, 1 ≤ j ≤ αr − 1 then

Arr
j = Arr

0 − Arr
0 (Cr

0)
−1(Zr

j + ∑j−1
l=1

∑n−j
m=0(A

rr
l )TBkn−j−mA

kr
m

+ ∑r−1
k=1 	rr

j−αk+αr
+ ∑N

k=r+1 	rr
j−αr+αk

)

end if
for p = 1 : N − 1 do

if r ∈ {1, . . . ,N}, j ≤ αr+p − 1, r + p ≤ N then
Ar(r+p)
j = −Ar(r+p)

0 (Cr
0)

−1(
∑j

l=1
∑n−j

m=0(A
rr
l )TBkn−j−mA

k(r+p)
m + ∑r−1

k=1 	
r(r+p)
j−αk+αr

+ ∑r+p
k=r+1 	

r(r+p)
j + ∑N

k=r+p+1 	
r(r+p)
j−αr+p+αk

),
end if

end for
end for
For simplicity, in this algorithm, we define

∑n
j=l aj = 0 if l>n, and it is understood

that the inner loop (i.e. for p = 1: N−1) is not performed for N = 1.

Furthermore, assume that B and C are real. Then the solution X is real if and only if the
following statements hold:

(i) Matrices Br0 and C
r
0 in (17) have the same inertia for all r ∈ {1, . . . ,N}.
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(ii) Matrices Ars
j with r> s, j ∈ {0, . . . ,αr − 1}, N ≥ 2, matrices Arr

0 , and matrices Zr
j for

1 ≤ j ≤ αr − 1 (r, s ∈ {1, . . . ,N}) in (a) and (b) are chosen real.

For the sake of clarity, we point out the importance of the correct order of calculating
the entries of X in Lemma 4.1. It is essential for the proof of the lemma.

Recall first that by (a) (whenN ≥ 2) all entries of the blocks below the main diagonal of
X = [Xrs]Nr,s=1 can be chosen freely. Next, we compute the diagonal entries of the blocks
in the upper triangular part of X . We first obtain the diagonal entries of the main diago-
nal blocks Xrr for r ∈ {1, . . . ,N} (see (a) again). Secondly, step j = 0, p = 1 (if N ≥ 2) of
the algorithm in (b) yields the diagonal entries of the first upper off-diagonal blocks of X
(i.e. (Xr(r+1))11 = Ar(r+1)

0 ). Further, step j = 0, p = 2 gives the diagonal entries of the sec-
ond upper off-diagonal blocks ofX (i.e. (Xr(r+2))11 = Ar(r+2)

0 ), step j = 0, p = 3 gives the
diagonal entries of the third upper off-diagonal blocks of X (i.e. (Xr(r+3))11 = Ar(r+3)

0 ),
and so forth. In the same fashion, the step for fixed j ∈ {1, . . . ,α1 − 1}, p ∈ {0, . . . ,N}
yields the entries on the jth upper off-diagonals of the pth upper off-diagonal blocks ofX ,
i.e. (Xr(r+p))1(j+1) = Ar(r+p)

j+1 with r + p ≤ N, provided that j ≤ αr+p − 1. Finally, when
j = α1 − 1, p = 0, we compute (X11)1α1 = A11

α1−1. Note that we add 1
2mr(mr − 1) free

variables when calculating each entry Arr
j ∈ Cmr×mr .

Proof of Lemma 4.1: The idea is to write Equation (18) entrywise as a system of several
simpler matrix equations and then consider them in an appropriate order.

First, we analyse the right-hand side of Equation (18) for B, F of form (17) and
X = [Xrs]Nr,s=1 with blocks as in (19). To simplify the notation we set Y := BX and
X̃ := FXTF . The entries in the jth column and in the first row of (X̃Y)rs are obtained
by multiplying the first rows of the blocks X̃r1, . . . , X̃rN with the jth columns of the blocks
(Y)1s, . . . , (Y)Ns, respectively, and then adding them:

((X̃Y)rs)1j =
N∑
k=1

(X̃rk)(1)(Yks)
(j), r, s ∈ {1, . . . ,N}, j ∈ {1, . . . ,αs}. (20)

As mentioned in the discussion at the beginning of this section, it suffices to analyse the
upper triangular blocks of X̃Y :

((X̃Y)r(r+p))1j =
N∑
k=1

(X̃rk)(1)(Yk(r+p))
(j), 1 ≤ j ≤ αr+p, 0 ≤ p ≤ N − r.

When N = 1 (hence r = 1, p = 0), we have

((X̃Y)11)1j = (X̃11)(1)((Y)11)
(j), (21)

while for N ≥ 2 we obtain

((X̃Y)1(1+p))1j = (X̃11)(1)(Y1(1+p))
(j) +

N∑
k=2

(X̃1k)(1)(Yk(1+p))
(j) (r = 1), (22)
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((X̃Y)r(r+p))1j = (X̃rr)(1)(Yr(r+p))
(j) +

N∑
k=r+1

(X̃rk)(1)(Yk(r+p))
(j)

+
r−1∑
k=1

(X̃rk)(1)(Yk(r+p))
(j), 1 < r < N, (23)

((X̃Y)NN)1j = (X̃NN)(1)(YNN)(j) +
N−1∑
k=1

(X̃Nk)(1)(YkN)(j) (r = N). (24)

For any r, k ∈ {1, . . . ,N}, we get

Eark(Imk)
(
T(A0,A1, . . . ,Abrk−1)

)TEark(Imr) = T(AT
0 ,A

T
1 , . . . ,A

T
brk−1), (25)

and it further implies

X̃rk = Eαr(Imr)X T
krEαk(Imk) =

⎧⎪⎪⎨⎪⎪⎩
[
T̃rk
0

]
, αr > αk,[

0 T̃rk
]
, αr < αk,

T̃rk, αr = αk,

T̃rk = T
(
(Akr

0 )T , . . . , (Akr
bkr)

T)
,

(X̃rk)(1) =
{[

(Akr
0 )T (Akr

1 )T . . . (Akr
ak−1)

T
]
, αk ≤ αr,[

0 . . . 0 (Akr
0 )T . . . (Akr

αr−1)
T]

, αk > αr.
(26)

We define �ks
n := ∑n

j=0 B
k
n−jA

ks
j and observe that

Yks = T
(
Bk0,B

k
1, . . . ,B

k
αk−1

) ⎧⎪⎪⎨⎪⎪⎩
[
Tks
0

]
, αk > αs[

0 Tks
]
, αk < αs

Tks, αk = αs

=

⎧⎪⎪⎨⎪⎪⎩
[
Sks
0

]
, αk > αs,[

0 Sks
]
, αk < αs,

Sks, αk = αs,

Sks = T
(
Bk0,B

k
1, . . . ,B

k
bks−1

)
T

(
Aks
0 ,A

ks
1 , . . . ,A

ks
bks−1

) = T
(
�ks

0 ,�
ks
1 , . . . ,�

ks
bks−1

)
.

(27)
We begin with the calculation of matrices Arr

0 for r ∈ {1, . . . ,N}. Since

(X̃rk)(1) =
{[

(Akr
0 )T ∗ . . . ∗]

, k ≥ r,[
0 ∗ . . . ∗]

, k < r, (Ykr)
(1) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎣
Bk0A

kr
0

0
...

0

⎤⎥⎥⎥⎦ , k ≤ r,

0, k > r,

we deduce from (20) for r = s, j = 1 that

((X̃Y)rr)11 =
N∑
k=1

(X̃rk)(1)((Y)kr)
(1) = (X̃rr)(1)(Yrr)

(1) = (Arr
0 )TBr0A

rr
0 , r ∈ {1, . . . ,N}.
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Together with (Crr)11 = Cr
0 Equation (18) yields an equation that gives Arr

0 :

Cr
0 = (Arr

0 )TBr0A
rr
0 , r ∈ {1, . . . ,N}; (28)

it adds
∑N

r=1
mr(mr−1)

2 to the dimension of the solution. Next, if N ≥ 2, we fix arbitrarily
the blocks below the main diagonal of [Xrs]Nr,s=1 (the blocks above the main diagonal of
[X̃rs]Nr,s=1), with

∑N
r=1

∑r−1
s=1 αrmrms entries altogether. This corresponds to (a).

Proceed with the key step in the proof: an inductive procedure that enables us to com-
pute the remaining entries (the algorithm in (b)).We fix r ∈ {1, . . . ,N}, p ∈ {0, . . . ,N − r}
and j ≤ αr − 1, but not p = j = 0. Assuming that we have already determined thematrices
Ar′s′
j̃ (with 1 ≤ r′, s′ ≤ N) for

j ≥ 1, j̃ ∈ {0, . . . , j − 1}, s′ ≥ r′ or p ≥ 1, j̃ = j, r′ ≤ s′ ≤ r′ + p − 1

or s′ ≤ r′, j̃ ∈ {0, . . . , br′s′ − 1}, N ≥ 2, (29)

we shall compute Ar(r+p)
j (step j, p of the algorithm in (b)). Essentially, we shall solve the

equation (Cr(r+p))1j = ((X̃Y)r(r+p))1j (see (18)). By a careful analysis of the structures of
(X̃rk)(1) and (Yk(r+p))

(j) in formulas (22), (23), and (24), we shall reduce this equation to
a simple linear matrix equation in Ar(r+p)

j (and possibly in (Ar(r+p)
j )T) with coefficients

depending only on Ar′s′
j̃ for (29).

For the sake of clarity, we set the notation (n ∈ Z, k, r, s ∈ {1, . . . ,N}):

	krs
n :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
(Akr

0 )T (Akr
1 )T . . . (Arr

n )T
] ⎡⎢⎣�ks

n
...

�ks
0

⎤⎥⎦ , n ≥ 0

0, n < 0

=

⎧⎪⎨⎪⎩
n∑
j=0

(Akr
j )T�ks

n−j, n ≥ 0,

0, n < 0.

(30)

Note that

	krs
n =

n∑
j=0

(�kr
j )TAks

n−j =
n∑
j=0

j∑
l=0

(Akr
l )T(Brj−l)

TAks
n−j =

n∑
l=0

n∑
j=l

(Akr
l )T(Brj−l)

TAks
n−j

=
n∑
l=0

n−l∑
j′=0

(Akr
l )T(Brj′)

TAks
n−l−j′ =

n∑
l=0

(Akr
l )T�ks

n−l = (	ksr
n )T , n ≥ 0. (31)

Since (X̃rr)(1) = [
(Arr

0 )T ... (Arr
αr−1)

T
]
and

(Yrr)
(αr−1) =

⎡⎢⎣�rr
αr−1
...

�rr
0

⎤⎥⎦ , (Yr(r+p))
(j+1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�
r(r+p)
j
...

�
r(r+p)
0
0
...

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, j < αs − 1 or p ≥ 1,
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the first term of (21), (22), (23), and (24) is equal to

(X̃rr)(1)(Y)
(j+1)
rr = 	rrr

j = (Arr
0 )TBr0A

rr
j + (Arr

j )TBr0A
rr
0 + 
(j, r, 0), (p = 0)

(X̃rr)(1)(Y)
(j+1)
r(r+p) = 	

rr(r+p)
j = (Arr

0 )TBr0A
r(r+p)
j + 
(j, r, p), p ≥ 1,


(j, r, p) :=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

j−1∑
l=1

Arr
l �rr

j−l, j ≥ 1, p = 0,

j∑
l=1

Ar
l�

r(r+p)
j−l , j ≥ 0, p ≥ 1.

(32)

(For simplicity, we have defined
∑n

l=1 al = 0 for n< l.)
WhenN ≥ 2 the second term in (22) and (23) for j+ 1 instead of j consists of summands

(X̃rk)(1)(Yk(r+p))
(j+1) with k ≥ r + 1, and such that (X̃rk)(1) = [

(Akr
0 )T . . . (Akr

αr−1)
T]
,

(Y(r+p)(r+p))
(j+1) =

⎡⎢⎢⎣
�

r(r+p)
j
...

�
r(r+p)
0

⎤⎥⎥⎦ , (Yk(r+p))
(j+1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�
r(r+p)
j
...

�
r(r+p)
0
0
...

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, r + p > k,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�
r(r+p)
j−αr+p−αk

...

�
r(r+p)
0
0
...

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, k > r + p.

Hence for N ≥ r + 1 ≥ 2:

�(j, r, p) :=
N∑

k=r+1

(X̃rk)(1)(Yk(r+p))
(j+1)

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

N∑
k=r+1

	krr
j−αr+αk

, j ≥ 1, p = 0,

r+p∑
k=r+1

	
kr(r+p)
j +

N∑
k=r+p+1

	
kr(r+p)
j−αr+p+αk

, j ≥ 0, p ≥ 1.
(33)

(For simplicity, we defined
∑N

k=r+p+1 	
r(r+p)
j−αr+p−αk

= 0 for r+ p+ 1>N.)
Finally, the third term in (23) and the second term in (24) (with N ≥ 2) consist of

summands which are products of matrices

(X̃rk)(1) =
[
0 . . . 0 (Akr

0 )T . . . (Akr
bkr

)T
]
,
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(Yk(r+p))
(j+1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

�
k(r+p)
j
. . .

�
k(r+p)
0
0

. . .

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, 1 ≤ k ≤ r − 1,

hence

�(j, r, p) :=
r−1∑
k=1

(X̃rk)(1)(Yk(r+p))
(j+1) =

r−1∑
k=1

	
kr(r+p)
j−αk+αr

. (34)

We extend 
, � and � by 0:


̃(j, r, p) =
{

(j, r, p), j ≥ 2, p ≥ 0,
0, otherwise, �̃(j, r, p) =

{
�(j, r, p), N ≥ r + 1 ≥ 2,
0, otherwise

�̃(j, r, p) =
{
�(j, r, p), N ≥ r ≥ 2,
0, otherwise,

and define

Dr(r+p)
j := 
̃(j, r, p) + �̃(j, r, p) + �̃(j, r, p). (35)

The equation (Cr(r+p))1j = ((X̃Y)r(r+p))1j combined with (21), (22), (23), (24) and
with (32), (33), (34), (35) yields

(Arr
0 )TBr0A

r(r+p)
j = −Dr(r+p)

j , p ≥ 1,

(Arr
0 )TBr0A

rr
j + (Arr

j )TBr0A
rr
0 = Cr

j − Drr
j , p = 0.

(36)

Moreover, from (31) it follows that	krs
n and r = s are symmetric, thus
(j, r, 0),�(j, r, 0),

�(j, r, 0) (and hence Cr
j − Drr

j ) are symmetric, too.

To get Ar(r+p)
j for p ≥ 1, we solve a simple equation of the form ATX = B with given

nonsingular A and arbitrary B, while to get Arr
j we solve the equation of the form ATX +

XTA = B with known nonsingular A and symmetric B; the solution is X = 1
2 (A

T)−1B +
(AT)−1Z with Z skew-symmetric. We have A = (Arr

0 )TBr0 with (AT)−1 = ((Arr
0 )TBr0)

−1 =
Ar
0(C

r
0)

−1 (see (28)) and B = Cr
j − Drr

j (for p = 0) or B = −Dr(r+p)
j for p ≥ 1. By recalling

the definition of Dr(r+p)
j in (35), we deduce the algorithm in (b).

Furthermore, 
(j, r, p), �(j, r, p), �(j, r, p) (thus also Dr(r+p)
j and Ar(r+p)

j ) depend on
the entries ofAr′s′

j̃ with (29). It is thus straightforward to see that the algorithm in (b) allows
us to compute each entry from the entries that are already known.

If Br0,G
r
0 are real, then by Sylvester’s theorem Equation (28) has a real solution Arr

0 pre-
cisely when Br0,G

r
0 are of the same inertia. The equivalence at the end of the lemma is then

apparent. �

Remark 4.1: (1) The equation in (a) is of the form C = XTBX with given nonsingular
symmetric matrices B,C. By the Autonne-Takagi factorization (see, e.g. [14, Corollary



LINEAR ANDMULTILINEAR ALGEBRA 857

4.4.4]) B = RTIR, C = STIS for some nonsingular R, S and the identity matrix I. The
above equation thus reduces to I = YTY with Y = RXS−1. When B and C are real
with the same inertia matrix Ĩ, i.e. B = RT̃IR and C = ST̃IS for some real orthogonal
R and S, we get Ĩ = YT̃IY with Y = RXS−1 (real pseudo-orthogonal).

(2) One could consider the Equation (18) even when the diagonal blocks ofB, C are non-
singular. In this more general setting, the equation C = ATBA is more involved, while
the solution of the equation ATX + XTA = B is known (see [17]).

Example 4.1: We solve (18) forF = E4(I) ⊕ E2(I) ⊕ I, B = C = I := I4(I) ⊕ I2(I) ⊕ I.
Set

Y =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1 B1 C1 D1 H1 G1 J1
0 A1 B1 C1 0 H1 0
0 0 A1 B1 0 0 0
0 0 0 A1 0 0 0
0 0 N1 P1 A3 B3 J3
0 0 0 N1 0 A3 0
0 0 0 R1 0 R3 A4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

We compute

FYTFY = ỸY =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

AT
1 BT1 CT

1 DT
1 NT

1 PT1 RT1
0 AT

1 BT1 CT
1 0 NT

1 0
0 0 AT

1 BT1 0 0 0
0 0 0 AT

1 0 0 0
0 0 HT

1 GT
1 AT

3 BT3 RT3
0 0 0 HT

1 0 A3 0
0 0 0 JT1 0 JT3 A4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1 B1 C1 D1 H1 G1 J1
0 A1 B1 C1 0 H1 0
0 0 A1 B1 0 0 0
0 0 0 A1 0 0 0
0 0 N1 P1 A3 B3 J3
0 0 0 N1 0 A3 0
0 0 0 R1 0 R3 A4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

AT
1A1 AT

1 B1 + BT1A1 AT
1C1 + CT

1A1 ∗
+BT1 B1 + NT

1 N1
AT
1A1 AT

1 B1 + BT1A1 AT
1C1 + CT

1 A1
+BT1 B1 + NT

1 N1
AT
1A1 AT

1 B1 + BT1A1
AT
1A1
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AT
1H1 + NT

1 A3 AT
1G1 + BT1H1 + NT

1 B3 NT
1 J3 + RT1A4

+PT1A3 + RT1 R3 +AT
1 J1

0 AT
1H1 + NT

1 A3 0

0 0 0
0 0 0

AT
3A3 AT

3 B3 + BT3A3 + RT3 R3 AT
3 J3 + RT3A4

AT
3A3 0

AT
4A4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

By comparing the diagonal of the diagonal blocks of the left-hand side and the right-hand
side of ỸY = I , we deduce that A1, . . . ,A4 are any orthogonal matrices. Next, we choose
N1, P1, R1, R3 arbitrarily. The diagonal blocks on the first upper diagonal yield equations
AT
1H1 + NT

1 A3 = 0 and AT
3 J3 + RT3A4 = 0, which further implies H1 = −A1NT

1 A3, J3 =
−A3RT3A4; note that (AT

1 )−1 = A1, (AT
3 )−1 = A3. The last upper diagonal gives NT

1 J3 +
AT
1 J1 + RT1A4 = 0, thus J1 = A1(NT

1 A3RT3A4 − RT1A4).
By inspecting the first upper diagonal of the main diagonal blocks in ỸY = I , we

obtain AT
1 B1 + BT1A1 = 0 and AT

3 B3 + BT3A3 + RT3 R3 = 0, so we deduce B1,B3. Further,
AT
1G1 + BT1H1 + NT

1 B3 + PT1A3 + RT1 R3 = 0 (observe the first upper diagonal of the first
upper diagonal) yields G1.

The third and the fourth upper diagonal block of the first principal diago-
nal block give AT

1C1 + CT
1A1 + BT1 B1 + NT

1 N1 = 0, AT
1D1 + BT1C1 + CT

1 B1 + DT
1A1 +

NT
1 P1 + PT1N1 + RT1 R1 = 0 (see ∗), therefore C1, D1 follow, respectively.

The solutions of Equation (18) with a block diagonal matrix C = B form a group with
relatively simple generators. Recall that U is the set of matrices of form (9) with identities
on the diagonals of the main diagonal blocks (Lemma 2.2).

Lemma4.2: The setXB of solutions of Equation (18) forC = B = ⊕N
r=1(⊕αr

j=1Br)with Br ∈
GLmr(C) ∩ Smr(C) is a semidirect productXB = OB � VB, in which the groupOB consists
of all matrices of the formQ = ⊕N

r=1(⊕αr
j=1Qr) with Qr ∈ Cmr×mr such that Br = QT

r BrQr,
andVB := U ∩ XB (hence unipotent of order at most α1 − 1 and in nilpotency class at most
α1). Moreover, VB is generated by matrices of the following two forms:

V =
N⊕
r=1

T(Imr ,V
r
1, . . . ,V

r
αr−1),

Vr
1 :=

1
2
(Br)−1Zr

1, Vr
n+1 :=

1
2
(Br)−1

⎛⎝Zr
n+1 −

n∑
j=1

(Vr
j )

TBrVr
n−j+1

⎞⎠ ,

Zr
n = −Zr

n, n ≥ 1,

(37)
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and

Hk
p,t(F) = [(Hk

p,t(F))rs]Nr,s=1, p < t, (Hk
p,t(F))rs =

⎧⎪⎪⎨⎪⎪⎩
[0 Urs], αr < αs,[
Urs
0

]
, αr > αs,

Urs, αr = αs,

Urs =
{⊕αr

j=1Imr , r = s,
0, r �= s

, {r, s} ⊂ {p, t}, Urr = T(Imr ,A
r
1, . . . ,A

rr
αr−1), r ∈ {p, t},

App
j =

{
an−1B−1

p (FTBtFB−1
p )nBp, j = n(2k + α − β)

0, otherwise
, an = − 1

22n+1
1

n + 1

(
2n
n

)
,

Att
j =

{
an−1B−1

t (BtFB−1
p FT)nBt , j = n(2k + α − β)

0, otherwise
, F ∈ C

mp×mt ,

Upt = Nk
αt (F), Utp = Nk

αt (−B−1
p FTBt).

(38)

Proof: For any X1,X2 ∈ XB, we have

F(X1X−1
2 )TFB(X1X−1

2 ) = F(X−1
2 )TFFX T

1 FBX1X−1
2 = F(X−1

2 )TFBX−1
2

= F(X−1
2 )TFB(B−1FX T

2 FB) = B.

Thus X1X−1
2 ∈ XB, so XB is a group.

We describe the structure of XB. Lemma 4.1 for C = B = ⊕N
r=1(⊕αr

j=1B
r
0) implies that

X ∈ XB is of form (9) such that its main diagonal blocks haveQr
0 on the diagonal (satisfy-

ing Br0 = (Qr
0)

TBr0Q
r
0). ThereforeX can be written asX = QY withQ ∈ OB and Y ∈ U.

ClearlyOB ⊂ XB (henceY ∈ XB), thusXB = OB � VB, whereVB = XB ∩ U. SinceVB
is a subgroup of U, it is a normal subgroup in XB, unipotent of order at most α1 − 1, and
nilpotent of class at most α1 (see Lemma 2.2).

Next, we find matrices in XB that are of a simple form. First, set

Dk
α,β =

[
11 12
21 22

]
, α > β , 0 ≤ k ≤ β − 1,

11 = T(Im1 ,A1, . . . ,Aα−1), 22 = T(Im2 ,D1, . . . ,Dβ−1),

21 =
[
0 Nk

β(F)
]
, 12 =

[
T(G0,G1, . . . ,Gβ−1)

0

]
,

(39)

in which Nk
β(F) is a β−by−β block matrix with F ∈ Cm1×m2 on the kth diagonal above

themain diagonal and zeros otherwise,Aj ∈ Cm1×m1 ,Dj ∈ Cm2×m2 , andGj ∈ Cm2×m1 for
all j. Further, supposeDk

α,β is a solution of the matrix equation

Bα,β = Fα,β(Dk
α,β)TFα,βBα,βDk

α,β , Bα,β = Iα(B) ⊕ Iβ(C),

Fα,β = Eα(Im1) ⊕ Eβ(Im2),
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where B ∈ Cm1×m1 and C ∈ Cm2×m2 . Blockwise we have

Iα(B) = T(Im1 ,A
T
1 , . . . ,A

T
α−1)Iα(B)T(Im1 ,A1, . . . ,Aα−1)

+
[
Nk

β(FT)

0

]
Iβ(C)

[
0 Nk

β(F)
]
, (40)

0 = T(Im1 ,A
T
1 , . . . ,A

T
α−1)Iα(B)

[
T(G0,G1, . . . ,Gβ−1)

0

]
+

[
Nk

β(FT)

0

]
Iβ(C)T(Im2 ,D1, . . . ,Dβ−1), (41)

Iβ(C) = T(Im2 ,D
T
1 , . . . ,D

T
β−1)Iβ(C)T(Im2 ,D1, . . . ,Dβ−1)

+
[
0 T(GT

0 ,G
T
1 , . . . ,G

T
β−1)

]
Iα(B)

[
T(G0,G1, . . . ,Gβ−1)

0

]
. (42)

To determineDk
α,β we basically follow the algorithm in Lemma 4.1(b).

We first simplify the notation by defining A0 := Im1 and D := Im2 . By comparing the
first row of the left-hand and the right-hand side of (40), we get

0 =
n∑
j=0

AT
j BAn−j, 1 ≤ n �= 2k + α − β , 0 =

2k+α−β∑
j=0

AT
j BA2k+α−β−j + FTCF.

If α − β + k ≥ 2 we choose A1 = . . . = A2k+α−β−1 = 0 to satisfy the first equation
for 1 ≤ n ≤ 2k + α − β − 1. The second equation then yields −FTCF = AT

2k+α−β
B +

BA2k+α−β (in the case α − β + k = 1 as well) and we take A2k+α−β = − 1
2B

−1FTCF. The
first equation for 2k + α − β + 1 ≤ n ≤ 2(2k + α − β) further reduces to

0 = AT
j B + BAT

j , 2k + α − β + 1 ≤ j ≤ 2(2k + α − β) − 1 (ifα − β + k ≥ 2),

0 = AT
2(2k+α−β)B + AT

2k+α−βBA2k+α−β + BA2(2k+α−β).

Hence we can take Aj = 0 for 2k + α − β + 1 ≤ j ≤ 2(2k + α − β) − 1 (if α − β + k ≥
2) and A2(2k+α−β) = − 1

8 (B
−1FTCF)2. By continuing in this manner, we obtain

Aj =
{
an−1(B−1FTCF)n, j = n(2k + α − β), n ∈ N,
0, otherwise, (43)

where a0 = − 1
2 and an = − 1

2
∑n−1

j=0 ajan−j−1 for n ∈ N. The generating function asso-
ciated with the sequence an is f (t) := ∑∞

j=0 ajt
j. Observe that f (t) = − 1

2 t(f (t))
2 − 1

2 ,

thus f (t) = − 1
t (1 + (1 − t)

1
2 ) and we obtain an = − 1

22n+1
1

n+1
(2n
n
)
. For the basic theory

of generating functions, see, e.g. [18, Chapter 2].
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We now compare the entries in the first row of the left-hand and right-hand side of (41)
and get the following equations:

0 =
n∑
j=0

AT
j BGn−j, 0 ≤ n ≤ k − 1 (ifk ≥ 1),

0 =
k∑

j=0
AT
j BGk−j + FTC,

0 =
n∑
j=0

AT
j BGn−j + FTCDn−k, n ≥ k + 1,

(44)

The first two equations immediately imply

G0 = . . . = Gk−1 = 0 (ifk ≥ 1), Gk = −B−1FTC. (45)

By comparing the entries in the first row of the left-hand and right-hand side of (42), we
obtain

0 =
n∑
j=0

DT
j CDn−j +

n∑
j=α−β

GT
j−(α−β)BGn−1, n ≥ 1. (46)

Using (45) we deduce that the second summand on the right-hand side of (46) vanishes
for 1 ≤ n ≤ α − β + 2k − 1, α − β + k ≥ 2, thus

0 =
n∑
j=0

DT
j CDn−j, 1 ≤ n ≤ α − β + 2k − 1 (ifα − β + k ≥ 2),

0 =
2k+α−β∑

j=0
DT
j CD2k+α−β−j + GT

k BGk.

Therefore, we choose

D1 = . . . = D2k+α−β−1 = 0 (ifα − β + k ≥ 2),

D2k+α−β = −1
2
C−1GT

k BGk = −1
2
FB−1FTC.

(47)

Using (43) and (47) for α − β + k ≥ 2, the last equation of (44) reduces to 0 = BGn for
α − β + 2k − 1 ≥ n ≥ k + 1; hence

Gk+1 = . . . = G2k+α−β−1 = 0 (if α − β + k ≥ 2). (48)

Further, we apply (43), (45), (47), (48) to the last equation of (44) for n = α − β + 2k. If
k ≥ 1 we obtain BG2k+α−β = 0, while for α − β ≥ 2, k = 0 we get

0 = BGα−β + AT
α−βBG0 + FTCDα−β = BGα−β − 1

2F
TCFG0 − 1

2F
TGT

0 BG0 = BGα−β .

Similarly for k = 0, α − β = 1 we deduce BG1 = 0. In any case, we have

G2k+α−β = 0. (49)
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If α − β + k ≥ 2 we use (45), (47), (48) and (49) to see that the second summand on the
right-hand side of (46) for α − β + 2k + 1 ≤ n ≤ 2(α − β) + 3k vanishes, while the first
summand is equal to DT

nC + CDT
n ; thus,

0 = DT
nC + CDT

n , α − β + 2k + 1 ≤ n ≤ 2(α − β) + 3k.

We take

Dn = 0, α − β + 2k + 1 ≤ n ≤ 2(α − β) + 3k (ifα − β + k ≥ 2). (50)

Using (43), (47), (50), the third equation of (44) for α − β + 2k + 1 ≤ n ≤ 2(α − β) + 3k
reduces to BGn = 0; it is clear for n �= α − β + 3k, while for n = α − β + 3k

0 = BGα−β+3k + AT
α−β+2kBGk + FTCDα−β+2k,

0 = BGα−β+3k + 1
2F

TCFB−1FTC − 1
2F

TCFB−1FTC = BGα−β+3k.
(51)

It yields

Gn = 0, α − β + 2k + 1 ≤ n ≤ 2(α − β) + 3k. (52)

Equation (46) for (45),(47),(48),(52),(50) then gives

0 = CDj + DT
j C, 2(α − β) + 3k + 1 ≤ j ≤ 2(α − β + 2k) − 1,

0 = CD2(α−β+2k) + DT
α−β+2kCDα−β+2k + DT

2(α−β+2k)C.

We take
Dn = 0, 2(α − β) + 3k + 1 ≤ n ≤ 2(α − β + 2k) − 1,

D2(α−β+2k) = −1
2
DT

α−β+2kCDα−β+2k = −1
8
(C−1GT

k BGk)
2.

(53)

From (44) for (43), (47), (50), we further deduce

Gn = 0, 2(α − β) + 3k + 1 ≤ n ≤ 2(α − β + 2k). (54)

If α − β = 1, k = 0 then (46) yields 0 = CD2 + (D1)
TCD1 + DT

2C and we choose D2 =
− 1

8 (C
−1GT

0 BG0)
2. Further, similarly as in (51), we apply (44) to get G2 = 0 from 0 =

BG2 + AT
1 BG0 + FTCD1. Thus (53) and (54) are valid in this case as well.

By continuing this process, we eventually obtain

Gj =
{
B−1FTC, j = k,
0, otherwise,

Dj =
{
an−1(FB−1FTC)n, j = n(2k + α − β),
0, otherwise, an = − 1

22n+1
1

n + 1

(
2n
n

)
.

(55)

We easily compute

(Dk
α,β(F))−1 = B−1

α,βFα,β(Dk
α,β(F))Fα,βBα,β =

[
′

11 ′
12

′
21 ′

22

]
with

′
11 = T(Im,A′

1, . . . ,A
′
α−1), A′

j =
{
an−1B−1(FTCFB−1)nB, j = n(2k + α − β),
0, otherwise,
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′
22 = T(In,D′

1, . . . ,D
′
β−1), D′

j =
{
an−1C−1(CFB−1FT)nC, j = n(2k + α − β),
0, otherwise,

′
21 =

[
0 Nk

β(F)
]
, ′

12 =
[
Nk

β(−B−1FTC)

0

]
, an = − 1

22n+1
1

n + 1

(
2n
n

)
.

SetKk
p,t(F) ∈ VB to be anN−by−N blockmatrix such that its principal submatrix formed

by blocks in the pth and the tth columns and rows is equal toDk
αp ,αt (F), while the submatrix

formed by all other blocks is the identity matrix. Clearly Hk
p,t(F) := (Kk

p,t(F))−1 is of the
same form as Kk

p,t(F), only with (Dk
αp,αt (F))−1 as a principal submatrix formed by blocks

in the pth and the tth columns and rows.
We use the inductive procedure of multiplyingY ∈ VB by matrices of the formKk

p,t(F)

for the appropriate p, t, k, F. To describe the inductive step, suppose that during the process
we have a matrix that by a slight abuse of notation is still calledY , and such that the blocks
under the main diagonal in the first p−1 columns vanish (i.e.Yrs vanishes for p, r> s), and
the first αp − αp+1 + k columns ofYrp for r>p vanish. Let t be the largest index such that
(Ytp)1(αp−αp+1+k+1) �= 0, i.e. (Ytp)(1) =

[
0 ... 0 Rtpk−αp+1+αt

... Rtpαt−1

]
with all Rtpj ∈ C

mt×mp

and Rtpk−αp+1+αt
�= 0. We multiply Y with Kk

p,t(−Rtpk−αp+1+αt
) to get Y ′ that is of the same

form as Y , and (Y ′
tp)

(k+αt−αp+1+1) = 0. It is apparent for Y ′
rs with r, p> s or t> r> s = p,

while for r ≥ t, s = p we have

(Y ′
tp)(1) =

[
0 . . . 0 Rtpk−αp+1+αt

. . . Rtpαt−1

]
T(Imp ,A

pp
1 ,App

1 , . . . ,App
αp−1)

+ T(Imt ,A
tt
1 , . . . ,A

tt
αt−1)

[
0 Nk+αt−αp+1

αp−αt (−Rtpk−(αp+1−αt)
)

]
=

[
0 . . . 0 Stpk−αp+1+αt+1 . . . Rtpαt−1

]
,

(Y ′
rp)(1) =

[
0 . . . 0 Rrpk−αp+1+αt

. . . Rrpαt−1

]
T(Imp , . . . ,A

pp
αp−1)

+ [
0 ∗ . . . ∗] [

0 Nk+αt−αp+1
αp−αt (−Rtpk−(αp+1−αt)

)

]
=

[
0 . . . 0 Srpk−αp+1+αt+1 . . . Rrpαt−1

]
, r > t,

for some Sspj ∈ C
ms×mp with s ∈ {r, t}. This process of choosing the appropriate

{pj, tj, kj, Fj}nj=1 eventually yields a block upper triangular matrix V of form (9), and such
that the blocks on the main diagonal are block upper triangular Toeplitz with identities on
the diagonals:

X = QY = QV
n∏
j=1

(Kkj
pj,tj(Fj))

−1 = QV
n∏
j=1

Hkj
pj,tj(Fj).

The inverse of a nonsingular block upper triangular matrix is again block upper tri-
angular, hence V−1 is block upper triangular. On the other hand, V is a solution of
Equation (18), so V−1 = B−1FVFB which is a block lower triangular matrix. Hence
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V = ⊕N
r=1T(Imr ,V

r
1, . . . ,V

r
αr−1); the algorithm that provides the solution of (18) (see

Lemma 4.1) yields equations that give (37):

(Br0)
TVr

1 + (Vr
1)

TBr0 = 0,

(Br0)
TVr

n+1 + (Vr
n+1)

TBr0 = −
n∑
j=1

(Vr
j )

TBr0V
r
n+1−j, n ≥ 1.

This concludes the proof of the lemma. �

5. Proof of Theorem 3.2

Proof of Theorem 3.2: Given a symmetric matrix A, we need to solve the equation

AQ = QA, (56)

where Q is an orthogonal matrix and

A =
N⊕
r=1

⎛⎝ mr⊕
j=1

Kαr(λ)

⎞⎠ , λ ∈ C.

We shall first use Theorem 2.1 to solve (56) on Q. Taking into account that Q satisfies
QTQ = I (I is the identity matrix), it will yield a certain matrix equation and further
restricting the form of Q; at this point, Lemmas 4.1 and 4.2 will be applied.

We have

A = P−1JP, J =
N⊕
r=1

⎛⎝ mr⊕
j=1

Jαr(λ)

⎞⎠ , P =
N⊕
r=1

⎛⎝ mr⊕
j=1

Pαj

⎞⎠ ,

where Pαj is defined in (16). Equation (56) thus transforms to

JX = XJ, X = PQP−1.

From Theorem 2.1 (2.1), we obtain that X = [Xrs]Nr,s=1, where Xrs is an mr−by−ms block
matrix whose blocks of size αr × αs are of the form⎧⎪⎪⎨⎪⎪⎩

[0 T], αr < αs,[
T
0

]
, αr > αs,

T, αr = αs,

(57)

where T ∈ Cm×m,m = min{αr,αs} is a complex upper triangular Toeplitz matrix.
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Since Pα = PTα , P−1
α = Pα , P2α = −P′2

α = −P−2
α = iEα , we deduce P2 = P2 = −P−2 =

iE, where E := ⊕N
r=1(⊕mr

j=1(Eαr)). Therefore, I = QTQ is equivalent to

I = (PTXT(P−1)T)(P−1XP),

I = P(PTXT(P−1)T)(P−1XP)P−1,

I = P2XTP−2X,

I = iEXT(−iE)X,

I = EXTEX.

(58)

The trick of the proof is to transform this equation by conjugating the matrices with the
permutation matrix � = ⊕N

r=1�αr ,mr from (8):

I = (�TE�)(�TXT�)(�TE�)(�TX�),

I = FX TFX ,
(59)

whereF := �TE� = ⊕N
j=1Eαr(Emr) andX := �TX� (see (8)) are of form (9) with block

rectangular upper triangular Toeplitz blocks.
We conclude the proof by applying Lemmas 4.1 and 4.2 to Equation (59). Lemma 4.1

for B = C = I clearly implies that X satisfies the conditions (I), (II), while Lemma 4.2 for
B = I yields thatX ∈ O � V; note that V is generated by matrices of forms (14) and (15)
which coincide with (37) and (38) for B = I, respectively. �

Remark 5.1: (1) The Equation (58) is very similar to the equation [6, Equation 2.12]
which was partly studied by the author when proving the uniqueness of Hong’s nor-
mal form under orthogonal ∗congruence. Using the solution of the Equation (18)
(Lemma 4.1) and providing a somewhat more detailed analysis, the problem of com-
puting the isotropy groups under orthogonal ∗congruence onHermitianmatrices will
be addressed in the subsequent paper.

(2) Applying the same general approach as in this paper, the isotropy groups under
orthogonal similarity on skew-symmetric or orthogonal matrices are described by
matrix equations which involve an important difference in comparison to Equa-
tions (58) and (59). However, we expect that by developing some special techniques,
similar results can be obtained in these cases as well.

(3) A referee of the paper has pointed out to the author that the isotropy groups under
congruence {Q ∈ GLn(Z) |QTGQ = G} at symmetric Gram matrices G of pos-
itive edge-bipartite graphs  with n ≥ 1 vertices were observed in [19,20]. They are
playing a key role in the Coxeter spectral analysis of edge-bipartite graphs and positive
definite quasi-Cartan matrices recently studied by many authors, see [21–23].
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