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The inverse eigenvalue problem of a graph G is the problem 
of characterizing all lists of eigenvalues of real symmetric 
matrices whose off-diagonal pattern is prescribed by the 
adjacencies of G. The strong spectral property is a powerful 
tool in this problem, which identifies matrices whose entries 
can be perturbed while controlling the pattern and preserving 
the eigenvalues. The Matrix Liberation Lemma introduced by 
Barrett et al. in 2020 advances the notion to a more general 
setting. In this paper we revisit the Matrix Liberation Lemma 
and prove an equivalent statement, that reduces some of the 
technical difficulties in applying the result.
We test our method on matrices of the form M = A ⊕ B
and show how this new approach supplements the results 
that can be obtained from the strong spectral property only. 
While extending this notion to the direct sums of graphs, we 
discover a surprising connection with the zero forcing game 
on Cartesian products of graphs.
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Throughout the paper we apply our results to resolve a 
selection of open cases for the inverse eigenvalue problem of a 
graph on six vertices.
© 2023 The Author(s). Published by Elsevier Inc. This is an 

open access article under the CC BY-NC-ND license 
(http://creativecommons .org /licenses /by -nc -nd /4 .0/).

1. Introduction

Let G be a simple graph on n vertices. Let the set S(G) denote the set of n × n real 
symmetric matrices whose (i, j)-entry, i �= j, is nonzero if and only if {i, j} is an edge of 
G, there are no constrains on diagonal entries. The inverse eigenvalue problem of a graph
(the IEP-G, for short) is to find all possible spectra spec(A) among matrices A ∈ S(G).

Despite huge interest and extensive literature on the problem, the IEP-G has been 
solved only for a few selected families of graphs that include paths [12–14], cycles [11], 
generalized stars [17], complete graphs [6], lollipop and barbell graphs [20], linear trees 
[16], and graphs with at most five vertices [4,7]. For the background to the problem we 
refer the reader to [15].

The study of the IEP-G involves finding matrices in S(G) with prescribed eigenvalues, 
or proving that such matrices do not exist. Since those tasks are hard once matrices get 
large and patterns more complicated, the research focuses on finding ways of extracting 
information for more difficult cases from simpler or smaller examples. An important 
advance in this direction was made in [4,5] with the introduction of the strong properties. 
In particular, if a matrix A ∈ S(G) has the strong spectral property defined below, then 
we can, for any spanning supergraph H of G, infer the existence of a matrix A′ ∈ S(H)
that is cospectral with A. The Matrix Liberation Lemma [4] (see also Lemma 1.10) 
provides a theoretical foundation for an investigation into when and to what extent 
similar conclusions can be drawn for matrices that do not have the strong spectral 
property. A more rigorous background on the strong properties leading to the Matrix 
Liberation Lemma is detailed in Subsection 1.2.

Applying the Matrix Liberation Lemma directly involves first constructing a verifica-
tion matrix Ψ, and then finding a vector x with certain properties in the column space 
of Ψ. Both tasks can be technically demanding, and make it hard to develop an intuition 
into the process. With the aim of untangling some of the technical difficulties of applying 
the lemma, we introduce the liberation set of a matrix in Section 2. With this notion we 
are able to form a result that is equivalent to the Matrix Liberation Lemma, but easier 
to apply.

With this new insight we are able to offer a series of examples that highlight how 
our result can be used to advance the IEP-G. In particular, in Section 3 we apply the 
method to direct sums of matrices. The eigenvalues of M = A ⊕B are straightforward to 
determine from the eigenvalues of A and B. Our method allows us to perturb the matrix 
M so that the new matrix corresponds to different connected graphs, while preserving 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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Table 1
The table of realizable ordered multiplicity lists for graphs on six vertices, [1, Appendix B], that we prove 
are spectrally arbitrary in this paper. Graphs are labeled according to the labeling in Atlas of Graphs [24].

No. Graph Ordered multiplicity lists Reference

G100 (1, 2, 2, 1) Example 3.9

G127 (2, 1, 1, 2) Example 3.10

G129 (1, 1, 3, 1), (1, 3, 1, 1) Example 4.9

G145 (1, 1, 3, 1), (1, 3, 1, 1) Example 4.9

G151
(1, 1, 3, 1), (1, 3, 1, 1), (1, 2, 3), (3, 2, 1),
(1, 3, 2), (2, 3, 1) Example 2.8

G153 (1, 1, 3, 1), (1, 3, 1, 1) Example 4.9

G163 (1, 1, 3, 1), (1, 3, 1, 1) Example 3.11

G169 (1, 3, 2), (2, 3, 1) Example 3.10

G171
(1, 1, 3, 1), (1, 3, 1, 1), (1, 2, 3), (3, 2, 1),
(1, 3, 2), (2, 3, 1) Example 4.10

G175 (1, 3, 2), (2, 3, 1) Example 4.8

G187
(1, 1, 3, 1), (1, 3, 1, 1), (1, 2, 3), (3, 2, 1),
(1, 3, 2), (2, 3, 1) Example 4.10

the spectrum; see Theorems 3.5 and 3.7. The strong spectral property already allows 
this, but only in the case when A and B have no eigenvalues in common.

Surprisingly, the zero forcing process introduced in [2] plays an important role in 
determining the liberation set of the directed sum of matrices with the strong spectral 
property; see Section 4. In Section 5 we continue the direction of research initiated in 
[19] and define the liberation set of a graph G, which is independent of the choice of 
A ∈ S(G).

Throughout the paper we offer a myriad of examples on how our theory can be applied. 
In particular, in [1] a huge advance towards resolving the IEP-G for graphs on six vertices 
was made, with only spectral arbitrariness of selected multiplicities left to be resolved. 
We are able to resolve some of those open cases, see Table 1.
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1.1. Notation and terminology

As the topic of this work spans matrix and graph theory, we depend on some standard 
notation from both areas.

For spaces of matrices, Matm,n(R) denotes the space of all m × n matrices over 
R (where m = n case is abbreviated as Matn(R)), Symn(R) denotes the space of all 
symmetric matrices of order n over R, and Skewn(R) be the space of all skew-symmetric 
matrices of order n over R.

While S(G) is not a subspace of Symn(R), the topological closure of S(G) denoted 
by Scl(G) is. That is, Scl(G) is the set of matrices whose (i, j)-entry is nonzero only 
when i = j or {i, j} is an edge of G, and it is a subspace of Symn(R) of dimension 
|V (G)| + |E(G)|. The set Scl

0 (G) of matrices in Scl(G) with zero diagonal is another 
related subspace, this one of dimension |E(G)|.

For any positive integers n and k, let [n] := {1, 2, . . . , n} and k+[n] := {k+1, . . . , k+
n}. For any given vector v = (vi ) ∈ Rn, we define its support by supp(v) := {i : vi �= 0}, 
which is a subset of [n]. The column space of an m ×n matrix M is denoted by Col(M) :=
{Mx : x ∈ Rn} and its kernel (or null space) by ker(M) := {x ∈ Rn : Mx = 0}. For 
α ⊆ [m] and β ⊆ [n], let M [α, β] be the submatrix of M induced on rows in α and 
columns in β. Either α or β can be replaced by the symbol : as an indication of the 
whole index set of rows or columns. When we write ‖M‖, this can represent any matrix 
norm; however for concreteness we can take ‖M‖ :=

√
tr(M�M) throughout.

Let A and B be matrices. Their direct sum is denoted by A ⊕B, A ◦B is the Hadamard 
(entrywise) product of A and B, and [A, B] := AB − BA is the commutator, where in 
each case we assume A and B are of sizes compatible with the relevant operation.

Let Ei,j ∈ Matm,n(R) be the matrix with one at position (i, j) and zeros elsewhere, 
In the n × n identity matrix, and Om,n the m × n zero matrix. In all cases the indices 
will be omitted if they are clear from the context. Moreover, let Ki,j := Ei,j −Ej,i and 
Xi,j := Ei,j + Ej,i.

The lexicographical order on Z × Z is defined by (i, j) � (k, �) if and only if i < k

or (i = k and j ≤ �). For A ∈ Matm,n(R) let vec�(A) be the vector in R(n+1
2 ) that 

records the entries in the upper triangular part of A under the lexicographical order. 
Similarly, vec∧(A) is the vector in R(n2) that records the strictly upper triangular part 
of A, excluding the diagonal entries. Finally, vec�(A) is the vector in Rn2 that records 
all entries of A under the lexicographical order.

For a symmetric matrix A we denote the multiplicity of an eigenvalue λ of A
as multA(λ). Suppose that A ∈ Symn(R) has distinct eigenvalues λ1, . . . , λq with 
multiplicities mi = multA(λi) for i ∈ [q]. The spectrum of A will be denoted by 
spec(A) = {λ(m1)

1 , . . . , λ(mq)
q }, where λ(k) denotes k copies of λ. The unordered mul-

tiplicity list of A is defined to be the list of multiplicities {m1, . . . , mq}, in no particular 
order. We say that the unordered multiplicity list {m1, . . . , mq} is spectrally arbitrary
for G if for any distinct λ1, . . . , λq, the spectrum {λ(m1)

1 , . . . , λ(mq)
q } is realizable by a 

matrix in S(G). If the eigenvalues of A are ordered in an increasing order λ1 < · · · < λq, 
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then the ordered multiplicity list of A is defined as an ordered list (m1, . . . , mq). We 
say that the ordered multiplicity list (m1, . . . , mq) is spectrally arbitrary for G if for any 

λ1 < · · · < λq, the spectrum {λ(m1)
1 , . . . , λ(mq)

q } is realizable by a matrix in S(G).
The disjoint union of two graphs G and H will be denoted by G ∪̇ H, and the 

complement of graph G by G. If G and H are graphs with V (G) = V (H) and 
E(H) = E(G) ∪ {e1, . . . , ek}, we say that H is a spanning supergraph of G and write 
H = G + {e1, . . . , ek}.

1.2. Preliminaries

A symmetric matrix A has the strong spectral property (the SSP, for short) if X = O

is the only symmetric matrix satisfying A ◦X = I ◦X = O and [A, X] = O. The SSP 
was first introduced in [5] and was motivated by the strong Arnold property introduced 
in [9,10]. A symmetric matrix A has the strong Arnold property (the SAP, for short) if 
X = O is the only symmetric matrix satisfying A ◦X = I ◦X = O and AX = O. Having 
a matrix with a strong property in hand, we can infer the existence of other matrices 
that share the relevant spectral property, as detailed in the two results below.

Theorem 1.1 (Supergraph Lemma [5]). Let G be a graph and H a spanning supergraph 
of G. If A ∈ S(G) has the SSP (the SAP, respectively), then for any ε > 0 there 
exists A′ ∈ S(H) with ‖A − A′‖ < ε and the SSP (the SAP, respectively) such that 
spec(A) = spec(A′) (rank(A) = rank(A′), respectively).

Theorem 1.2 (Direct Sum Lemma [5]). Let G and H be graphs, and let A ∈ S(G) and 
B ∈ S(H) both have the SSP (the SAP, respectively). Then A ⊕B has the SSP (the SAP, 
respectively) if and only if spec(A) ∩ spec(B) = ∅ (0 /∈ spec(A) ∩ spec(B), respectively).

Example 1.3. Let G = Kn ∪̇K1 and label the vertices V (G) = [n + 1] of G so that n + 1
is the isolated vertex of G. Moreover, let

A =
(
M 0
0 λ

)
∈ S(G),

where M is the n × n all-ones matrix. To check if A has the SSP, let b ∈ Rn and

X =
(
On b
b� 0

)
.

Note that X ◦ A = X ◦ I = O and the condition [A, X] = O is equivalent to Mb = λb. 
Therefore, A has the SSP if and only if λ /∈ spec(M) = {0(n−1), n}. By Theorem 1.1
there is a matrix A′ ∈ S(H) with the SSP and spectrum {0(n−1), n, λ} for any spanning 
supergraph H of G and λ /∈ {0, n}.
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From the example we see that some matrices might not have the SSP. However, if we 
are willing to provide some more restrictions, e.g., assuming b in Example 1.3 has only 
one nonzero entry, then the matrix is not so far from having the SSP. This leads to a 
generalization of the Supergraph Lemma.

Definition 1.4. [20, Definition 3.2] Let G be a spanning subgraph of H. A matrix A ∈
S(G) has the SSP with respect to H if X = O is the only symmetric matrix that satisfies 
X ∈ Scl

0 (H) and [A, X] = O.
A matrix A ∈ S(G) has the SAP with respect to H if X = O is the only symmetric 

matrix that satisfies X ∈ Scl
0 (H) and AX = O.

Remark 1.5. Note that A ∈ S(G) has the SSP with respect to G itself if and only if A
has the SSP, because

Scl
0 (G) = {X ∈ Symn(R) : A ◦X = I ◦X = O}.

Let G, H, H ′ be graphs on the same set of vertices such that E(G) ⊆ E(H) ⊆ E(H ′). By 
Definition 1.4 and the fact Scl

0 (H) ⊇ Scl
0 (H ′), A has the SSP with respect to H implies 

A has the SSP with respect to H ′. In particular, A has the SSP implies A has the SSP 
with respect to any spanning supergraph H of G. The statements in this remark also 
hold for the SAP.

Theorem 1.6. [20, Theorem 3.4] Let G, H, and H ′ be graphs such that V (G) = V (H) =
V (H ′) and E(G) ⊆ E(H) ⊆ E(H ′). If A ∈ S(G) has the SSP (the SAP, respectively) 
with respect to H, then for any ε > 0 there exists A′ ∈ Scl(H ′) with ‖A − A′‖ <
ε, spec(A) = spec(A′) (rank(A) = rank(A′), respectively), A has the SSP (the SAP, 
respectively) with respect to H ′ and every entry of A′ that corresponds to an edge in 
E(H ′) \ E(H) is nonzero.

Example 1.7. We revisit G, A, and X given in Example 1.3. Recall, that A does not have 
the SSP for λ ∈ {0, n}, so let us choose λ = n. Let H := G + {n + 1, i} for some i ∈ [n], 
and H ′ any supergraph of H with V (H ′) = [n + 1].

Assuming the i-th entry of b is zero, it is an easy computation to observe that the 
equality Mb = nb implies b = 0. This implies A has the SSP with respect to H. 
By Theorem 1.6, there is a matrix A′ ∈ Scl(H ′) with the SSP with respect to H ′

such that spec(A′) = {0(n−1), n(2)}. Moreover, A′ has nonzero entries corresponding to 
E(H ′) \ E(H), and since A′ can be chosen arbitrarily close to A, we may also assume 
the nonzero entries of A stay nonzero in A′. However, Theorem 1.6 does not tell us if 
the entry of A′ corresponding to {n + 1, i} is zero or not.

As we have seen in the example above, the drawback of applying Theorem 1.6 is that 
there are entries in the matrix A′ that can take any real value, so the graph of A′ is 
not completely defined. To attend to this drawback, we depend on work from [4,5]. In 



J.C.-H. Lin et al. / Linear Algebra and its Applications 675 (2023) 1–28 7
particular, we use the notion of the verification matrix and related results as summarized 
below.

Note that the subspace Scl
0 (G) has a basis X = {Xi,j : {i, j} ∈ E(G)}, and the 

subspace Skewn(R) has a basis K = {Ki,j : i, j ∈ [n], i < j}. Define a linear map

f : Scl
0 (G) → Skewn(R) with f(X) = [A,X],

and let Ψ be the matrix representation of f from basis X to basis K so that [X]�XΨ =
[f(X)]�E . (The ordering of rows and columns of Ψ respects lexicographic ordering.) Here 
[X]X and [f(X)]K denote the corresponding vector representations of X and f(X) in 
bases X and E , respectively, and we use the left multiplication to follow the convention 
in [4]. By definition, one may verify whether A has the SSP by checking if the left kernel 
of Ψ is trivial. The matrix Ψ is called the SSP verification matrix and is formally defined 
in Definition 1.8. Note that [K]K = vec∧(K) for any skew-symmetric matrix K.

Definition 1.8. [5, Theorem 31] Let G be a graph on n vertices, m = |E(G)|, and A ∈
S(G). The SSP verification matrix ΨSSP(A) is the m ×

(
n
2
)

matrix whose rows are 
vec∧([A, Xi,j ]) for all pairs (i, j) with 1 ≤ i < j ≤ n and {i, j} ∈ E(G) under the 
lexicographical order.

The SAP verification matrix ΨSAP(A) is the m × n2 matrix whose rows are 
vec�(AXi,j) for all pairs (i, j) with 1 ≤ i < j ≤ n and {i, j} ∈ E(G) under the 
lexicographical order.

Remark 1.9. It is not hard to see (see also [4]) that A has the SSP (the SAP, respectively) 
if and only if the left kernel of the verification matrix ΨSSP(A) (ΨSAP(A), respectively) 
is trivial. This is true if and only if the set of rows in ΨSSP(A) (ΨSAP(A), respectively) 
is linearly independent.

Indeed, similar arguments work for the extended strong properties. That is, A has the 
SSP (the SAP, respectively) with respect to H if and only if the set of rows in ΨSSP(A)
(ΨSAP(A), respectively) corresponding to E(H) is linearly independent.

With the verification matrix, we are able to state the Matrix Liberation Lemma 
introduced in [4]. Here we rephrase the statements in terms of the extended strong 
properties in Definition 1.4.

Lemma 1.10 (Matrix Liberation Lemma — vector version [4]). Let G be a graph, A ∈
S(G), and Ψ = ΨSSP(A) (Ψ = ΨSAP(A), respectively). Suppose there is a vector x ∈
Col(Ψ) such that A has the SSP (the SAP, respectively) with respect to G + supp(x). 
Then there exists a matrix A′ ∈ S(G + supp(x)) with the SSP (the SAP, respectively) 
and spec(A′) = spec(A) (rank(A′) = rank(A), respectively).

Example 1.11. Let G = K4 ∪̇K1 as in Example 1.3 for n = 4. Then the SSP verification 
matrix of
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A =

⎛⎜⎜⎜⎝
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 4

⎞⎟⎟⎟⎠ ∈ S(G)

is equal to

Ψ =

⎛⎜⎝0 0 0 −3 0 0 1 0 1 1
0 0 0 1 0 0 −3 0 1 1
0 0 0 1 0 0 1 0 −3 1
0 0 0 1 0 0 1 0 1 −3

⎞⎟⎠ ,

where the rows of Ψ are indexed by the nonedges {1, 5}, {2, 5}, {3, 5}, and {4, 5}. Let 
α = {{1, 5}, {2, 5}} and β = {{3, 5}, {4, 5}}. The vector x = (0, 0, 1, −1)� is a linear 
combination of the last two columns of Ψ, hence x ∈ Col(Ψ). Then supp(x) = β. Since 
the rows indexed by α form a linearly independent set, A has the SSP with respect to 
G + β. By Lemma 1.10, there is a matrix A′ ∈ S(G + β) with the SSP and spec(A′) =
spec(A) = {0(3), 4(2)}.

As we can see in Example 1.11, the Matrix Liberation Lemma (Lemma 1.10) relies 
on a vector x in its assumption while the conclusion only uses the support of x. That 
is, the exact values of entries of x do not play a role. Since the support of x is all we 
need in practice, we aim to better understand, how to determine all possible supports 
of vectors x that meet the requirements in the Matrix Liberation Lemma in the next 
section. In particular, Example 2.7 will explain how the vector x in the example above 
can be found.

2. Liberation set of a matrix

To motivate the work in this section, we start by stating the main definition and the 
main result.

Definition 2.1. Let G be a graph and A ∈ S(G). A nonempty set of edges β ⊆ E(G)
is called an SSP liberation set of A (or an SAP liberation set of A, respectively) if and 
only if A has the SSP (the SAP, respectively) with respect to G + β′ for all β′ ⊂ β with 
|β′| = |β| − 1.

Lemma 2.2 (Matrix Liberation Lemma — set version). Let A be a matrix in S(G) and 
β an SSP (an SAP, respectively) liberation set of A. Then there is a matrix A′ ∈ S(G +
β) with the SSP (the SAP, respectively) such that spec(A) = spec(A′) (or rank(A) =
rank(A′), respectively).

Example 2.3. Let G be a graph and A = (ai,j ) ∈ S(G). If A has the SSP (with respect 
to G), then any nonempty subset β ⊆ E(G) is an SSP liberation set of A since A has the 
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SSP with respect to any spanning supergraph of G. On the other extreme, β = E(G) is 
an SSP liberation set of A unless there exist {i, j} ∈ E(G) such that [A, Xi,j ] = O. This 
happens if and only if both of i and j are isolated vertices in G, and ai,i = aj,j .

In the remark below we give an outline of a proof of Lemma 2.2 that depends on The-
orem 1.6 and highlights how the SSP with respect to a graph is used in the definition of 
the liberation set. Later we will develop a more detailed proof that relies on Lemma 1.10
and makes the equivalence between the two results transparent.

Remark 2.4. One may understand the liberation set as a set where every entry can be 
perturbed into a nonzero entry individually. Suppose A ∈ S(G) has a liberation set β. 
Let β = {e1, . . . , ek} and βi := β \ {ei}, i = 1, . . . , k. Then by definition A has the SSP 
with respect to G +βi for all i ∈ [k]. According to the extended version of the Supergraph 
Lemma (Theorem 1.6), one may perturb A to obtain A1 that satisfies:

• the entries in A1 corresponding to e1 become nonzero,
• every nonzero entry in A stays nonzero also in A1,
• off-diagonal entries of A1 outside E(G) ∪ β remain zero,
• A1 has the same spectrum as A,
• the new matrix still has the SSP with respect to G + βi for each i where A1 is zero 

on the entry of ei.

If A1 is nonzero on the entry of e2, then set A2 = A1. Otherwise, since A1 has the SSP 
with respect to G + β2, we may perturb A1 into A2 in the same way; in particular, 
the entry of e2 becomes nonzero. We may continue this process inductively to obtain 
A3, . . . , Ak. Note that once an entry turns nonzero, it stays nonzero in this process. 
Therefore, in the end we obtain a matrix A′ = Ak as desired in the Matrix Liberation 
Lemma (Lemma 2.2).

We will show in Proposition 2.6 that Lemma 2.2 is in the correct setting equivalent 
to Lemma 1.10. As we try to understand all possible supports of vectors in the column 
space of a given matrix, we depend on basic linear algebra methods recalled in the next 
lemma.

Lemma 2.5. For M ∈ Matm,n(R) and α � [m], the following conditions are equivalent.

(1) M [α ∪ {k}, :] has full row-rank for all k ∈ [m] \ α.
(2) There exists a nonzero vector v ∈ Col(M) such that supp(v) = [m] \ α and M [α, :]

has full row-rank.
(3) The matrix obtained from M by permuting the rows labeled by α to the top has the 

column reduced echelon form
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(
I|α| O
? B

)
,

where each row of B is a nonzero vector.

Proof. To prove that (1) implies (2), suppose that for some set α � [m], the matrix 
M [α ∪ {k}, :] has full row-rank for all k ∈ [m] \ α. This implies dim(Col(M [α ∪ {k}, :
])) = |α| + 1, and hence Col(M [α ∪ {k}, :]) = R|α|+1. In particular, Col(M [α ∪ {k}, :])
contains the vector that vanishes on α and has the entry corresponding to k equal to 1. 
Therefore, for each k ∈ [m] \ α, we can find a vector vk ∈ Col(M) satisfying vk[α] = 0
and k-th entry of vk is nonzero. Hence, there exists a linear combination of such vectors

v =
∑

k∈[m]\α
ckvk ∈ Col(M),

so that supp(v) = [m] \ α, which proves our claim.
Conversely, we suppose v ∈ Col(M) is a nonzero vector such that [m] \ supp(v) = α

and the matrix M [α, :] has full row-rank. Let k ∈ [m] \ α = supp(v) and α′ = α ∪ {k}. 
We will show M ′ = M [α′, :] has full row-rank. To see this, let x ∈ Rm be a vector that 
vanishes outside α′ and x�M = 0. Since x�M = 0 and v ∈ Col(M), we know x�v = 0. 
Moreover, supp(x) ∩ supp(v) ⊆ {k} implies x is zero at the k-th entry. Therefore, x
vanishes outside α, which leads to x = 0 because M [α, :] has full row-rank. In summary, 
x = 0 is the only vector in Rm that vanishes outside α′, and satisfies x�M = 0, so M ′

has full row-rank.
Next we will show that (1) =⇒ (3) =⇒ (2). Suppose α � [m] is a set such that 

M [α ∪ {k}, :] has full row-rank for all k ∈ [m] \ α. Let W be the matrix obtained from 
M by permuting all rows in α to the top. Recall that column operations do not change 
the linear dependency of rows. Since M [α, :] has full row-rank, the first |α| rows of W
form a linearly independent set, and its column reduced echelon form has the form(

I|α| O
? B

)
.

Moreover, since for k ∈ [m] \ α, the rows of W corresponding to α ∪ {k} are also 
independent, and the row of B corresponding to k is a nonzero vector. This establishes 
(3). With this property, one may find a nowhere zero vector in the column space of 
B, which means there is a vector in the column space of W whose support is [m] \ α. 
Therefore, there is a nonzero vector v ∈ Col(M) with supp(v) = [m] \ α. Again, by the 
column reduced echelon form of W , the rows of W in α are independent, so are the rows 
of M in α. �

In our application of Lemma 2.5 we will take M to be the verification matrix Ψ. 
Together with Lemma 1.10 this will allow us to prove Lemma 2.2. Statement (3) in 
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Lemma 2.5 is not required for the proof of the theorem, but it does provide an algorithmic 
way to determine the liberation sets.

Proposition 2.6. Let G be a graph, A ∈ S(G), and Ψ the SSP (the SAP, respectively) 
verification matrix for A. For a nonempty set β ⊆ E(G) the following statements are 
equivalent:

(1) β is an SSP (an SAP, respectively) liberation set of A.
(2) Ψ[α ∪ {e}, :] has full row-rank for all e ∈ β, where α = E(G) \ β.
(3) There exists a nonzero vector x ∈ Col(Ψ) such that supp(x) = β and A has the SSP 

(the SAP, respectively) with respect to G + β.
(4) By permuting the rows of β in Ψ to the bottom, its column reduced echelon form has 

the form (
I|α| O
? B

)
such that each row of B is a nonzero vector, where α = E(G) \ β.

Proof. By definition and Remark 1.9, β is a liberation set of A precisely when Ψ[E(G) \
β′, :] has full row-rank for all β′ ⊂ β with |β′| = |β| −1. By writing E(G) \β as α, the set 
E(G) \β′ can be written as α∪{e} for e ∈ β, we deduce that (1) and (2) are equivalent. 
With Lemma 2.5 and Remark 1.9, the statements (2), (3), and (4) are equivalent. �
Proof of Lemma 2.2. According to the equivalence of (1) and (3) in Proposition 2.6, the 
claims in Lemma 2.2 are equivalent to the ones in Lemma 1.10. �
Example 2.7. Let G, A, Ψ, α, and β be as in Example 1.11, and recall that in the labeling 
of the rows of Ψ the first two rows are labeled by the elements of α. Let us have a look 
at all the equivalent conditions in Proposition 2.6 for this example. The column reduced 
echelon form of Ψ is

Ψ′ =

⎛⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
−1 −1 −1 0 0 0 0 0 0 0

⎞⎟⎟⎟⎠ =
(
I2 O
? B

)
.

Since B has no zero rows Ψ satisfies the condition (4) in Proposition 2.6, for our chosen 
α and β. Condition (3) holds for example for x = (0, 0, 1, −1)� ∈ Col(Ψ) = Col(Ψ′), 
by noting that supp(x) = β and A has the SSP with respect to G + β. Since column 
operations do not change the dependency of rows, we can easily deduce from Ψ′ that 
both Ψ[α∪{{3, 5}}, :] and Ψ[α∪{{4, 5}}, :] have full row-rank, hence conditions (1) and 
(2) hold.
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Fig. 1. Graph G151 = (K1,3 ∪̇ K2) + β on six vertices with β = {{3, 5}, {4, 5}, {2, 6}, {4, 6}}.

As a consequence of all these equivalent conditions, there is a matrix A′ ∈ S(G + β)
with spec(A′) = {0(3), 4(2)}.

The matrix A in the example above is small enough that we were able to write out the 
SSP verification matrix, and investigate all the equivalent properties of Proposition 2.6. 
However, the final conclusion on the existence of the matrix A′ is not very exciting. Our 
next example is only slightly more involved, but it already resolves an open question in 
the IEP-G.

Example 2.8. Consider a family of matrices of the form:

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

b t t t 0 0
t 0 0 0 0 0
t 0 0 0 0 0
t 0 0 0 0 0
0 0 0 0 a a

0 0 0 0 a a

⎞⎟⎟⎟⎟⎟⎟⎟⎠
∈ S(K1,3 ∪̇K2),

where a, b, t ∈ R \ {0}. With the observation that the matrix A has eigenvalues equal 
to {0(3), 2a, 12(b −

√
b2 + 12t2), 12 (b +

√
b2 + 12t2)}, it is straightforward to check that 

this family of matrices together with their translations realizes the ordered multiplic-
ity lists (1, 3, 2), (2, 3, 1), (1, 1, 3, 1) and (1, 3, 1, 1) spectrally arbitrary. We claim that 
β = {{3, 5}, {4, 5}, {2, 6}, {4, 6}} is a liberation set of all matrices in this family. Using 
symmetries of (K1,3 ∪̇K2) + β it is enough to check that A has the SSP with respect to 
β1 = {{3, 5}, {4, 5}, {4, 6}} and β2 = {{3, 5}, {4, 5}, {2, 6}}, which is a straightforward 
(albeit tedious) calculation exercise. Also note that β is not a liberation set of every ma-
trix in S(K1,3 ∪̇K2). We conclude that the multiplicity lists listed above can be realized 
spectrally arbitrarily for G151 = (K1,3 ∪̇K2) + β, shown on Fig. 1.

3. Direct sum of matrices with the SSP

As an application of Lemma 2.2, we consider matrices of the form A ⊕B with A ∈ S(G)
and B ∈ S(H).
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Definition 3.1. Let G and H be graphs on m and n vertices, respectively, β a set of edges 
between G and H, and Y an m × n matrix. We say that Y vanishes on β, if under the 
labeling of the rows of Y by V (G) and the columns of Y by V (H) we have Yu,v = 0 for 
all {u, v} ∈ β. We denote this by Y |β = 0.

Proposition 3.2. Let G and H be graphs on m and n vertices, respectively, A ∈ S(G), 
B ∈ S(H), and β a set of edges between G and H.

1. Assume that A and B have the SSP, and that Y = O is the only matrix in Rm×n

with Y |β = 0 that satisfies AY −Y B = O. Then A ⊕B ∈ S(G ∪̇H) has the SSP with 
respect to (G ∪̇H) + β.

2. Assume that A and B have the SAP, and that Y = O is the only matrix in Rm×n

with Y |β = 0, that satisfies AY = Y B = O. Then A ⊕ B ∈ S(G ∪̇H) has the SAP 
with respect to (G ∪̇H) + β.

Proof. Let

X =
(
XA Y
Y � XB

)
be a symmetric matrix such that X ∈ Scl

0 (G ∪̇H + β). To prove the first item we assume 
that [A ⊕B, X] = O. From the SSP condition on A and B this reduces to AY −Y B = O, 
and the conclusion follows. Similarly, to prove the second item, we assume (A ⊕B)X = O. 
The SAP assumption for A and B reduces this equality to AY = Y B = O, which implies 
Y = O and the second statement is proved. �

The following standard linear algebra result will help us to understand the set of 
solutions Y to the equation AY − Y B = O. The proof is added for completeness. For 
any two matrices A ∈ Matm(R) and B ∈ Matn(R) we denote by R(A, B) the set of 
solutions Y ∈ Matm,n(R) of the equation AY − Y B = O. The following proposition 
describes R(A, B).

Proposition 3.3. Let A and B be symmetric matrices of order m and n, respectively. 
Suppose A and B have k distinct common eigenvalues λ1, . . . , λk with multA(λi) = ai
and multB(λi) = bi for i = 1, . . . , k. Then

R(A,B) = span{uv� : Au = λiu, Bv = λiv for some i ∈ [k]},

and has the dimension 
∑

i∈[k] aibi.

Proof. Let QA and QB be orthogonal matrices that diagonalize A and B: Q�
AAQA = DA

and Q�
BBQB = DB . Then the equation AY −Y B = O is equivalent to DAY

′−Y ′DB =
O, where Y ′ = Q�

AY QB . We deduce that the (i, j)-entry of Y ′ has to be zero if the 
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(i, i)-entry (DA)i,i of DA is different from the (j, j)-entry (DB)j,j of DB . Let ei and fi
denote the i-th columns of Im and In, respectively. With this notation we have

R(DA, DB) = span{eif�j : (DA)i,i = (DB)j,j}.

Since R(A, B) = QAR(DA, DB)Q�
B , the statement follows. �

If both A and B have the SSP and they do not have any common eigenvalues, then 
A ⊕B has the SSP, see Theorem 1.1. However, if A and B share one distinct eigenvalue, 
this no longer holds, and we aim to understand liberation sets for A ⊕B in this case. To 
this end we will impose some conditions on the eigenspaces of A and B.

Definition 3.4. Let W be a d-dimensional subspace of Rn and W be an n × d matrix 
whose columns form a basis of W. Then W is said to be generic if and only if every d ×d

submatrix of W is invertible.

The generic subspace is well-defined above, as it does not depend on the choice of W . 
Indeed, if W1 and W2 are n × d matrices and columns of W1 and columns of W2 form 
bases of W, then W2 = W1Q for some invertible Q ∈ Matd(R). Thus, a d × d submatrix 
B in W1 is invertible if and only if the corresponding submatrix BQ in W2 is invertible. 
As an example, when W is a 1-dimensional subspace of Rn, then it is generic if and only 
if it is spanned by a nowhere zero vector.

Theorem 3.5. Let A ∈ S(G) and B ∈ S(H) have the SSP. Suppose spec(A) ∩ spec(B) =
{λ} with multA(λ) = k and multB(λ) = �, where ker(A − λI) and ker(B − λI) are 
generic. Then for any VG ⊆ V (G) and VH ⊆ V (H) with

• |VG| = k and |VH | = � + 1 or
• |VG| = k + 1 and |VH | = �,

the set

β = {{u, v} : u ∈ VG and v ∈ VH}

is an SSP liberation set of A ⊕B. In particular, there exists a matrix C ∈ S(G ∪̇H + β)
with the SSP such that spec(C) = spec(A) ∪ spec(B).

Proof. Let UA and UB be |V (G)| ×k and |V (H)| × � matrices whose columns form bases 
of ker(A −λI) and ker(B−λI), respectively. Let β ⊂ V (G) ×V (H) be as in the statement 
of the theorem, and β′ ⊂ β with |β′| = |β| − 1. Observe that by the assumption on VG

and VH , β′ contains a k × � grid, say I × J , regardless the choice of β′.
By Proposition 3.3,

R(A,B) = {UASU
�
B : S ∈ Matk,�(R)}.
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Suppose Y ∈ R(A, B) satisfies Y |I×J = 0. Then Y = UASY UB for some SY ∈
Matk,�(R), and

UA[I, :]SY UB [J , :]� = O.

Since both ker(A −λI) and ker(B−λI) are assumed to be generic, UA[I, :] and UB [J , :]
are invertible, so SY = O. This implies Y = O and proves that A ⊕B has the SSP with 
respect to G ∪̇H+β′ by Proposition 3.2. This also proves that β is an SSP liberation set 
of A ⊕B, since our choice of β′ was arbitrary. The conclusion follows by Lemma 2.2. �

When applying Theorem 3.5, the assumption on genericity of eigenspaces can be hard 
to prove. However, this condition is straightforward to check for specific matrices of small 
dimension.

Example 3.6. Let A ∈ S(C6) and B ∈ S(C8) be

⎛⎜⎜⎜⎜⎝
0 1 0 0 0 −1
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 1
−1 0 0 0 1 0

⎞⎟⎟⎟⎟⎠ and

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0 0 −
√

5
3

1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 0

√
5
3 0 0 0

0 0 0
√

5
3 0 1 0 0

0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1

−
√

5
3 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

respectively. Then

spec(A) =
{
−
√

3
(2)

, 0(2),
√

3
(2)}

and

spec(B) =

⎧⎨⎩−2(2),−
√

2
3

(2)

,

√
2
3

(2)

, 2(2)

⎫⎬⎭ .

Name the distinct eigenvalues of A and B as λ1 < λ2 < λ3 and μ1 < · · · < μ4, respec-
tively. By direct computation, every eigenspace of A and B is generic except for ker(A), 
the eigenspace of A with respect to λ2 = 0. The eigenspaces of A and A +sI are the same 
for any s. Hence, by choosing s = −λ1 + μ1, the matrices A + sI and B have a unique 
common eigenvalues μ1 and meet the requirement in Theorem 3.5. Thus, we may choose 
a graph H obtained from C6 ∪̇ C8 by joining two vertices in V (C6) to three vertices in 
V (C8) or three vertices in V (C6) to two vertices in V (C8). (See some of examples of such 
graphs in Fig. 2.) Then Theorem 3.5 guarantees a matrix M ∈ S(H) with the SSP and 
the ordered multiplicity list (4, 2, 2, 2, 2, 2). Indeed, by choosing s as −λ1 +μ2, −λ1 +μ3, 
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Fig. 2. All the graphs in this figure have 14 vertices, 20 edges, and every ordered multiplicity list correspond-
ing the unordered multiplicity list {4, 2, 2, 2, 2, 2} is realizable by a matrix with the SSP.

−λ3 + μ1, −λ3 + μ1, or −λ3 + μ1, every ordered multiplicity list with the unordered 
multiplicity list {4, 2, 2, 2, 2, 2} is realizable by a matrix in S(H) with the SSP.

All the liberation sets identified in Theorem 3.5 are rectangular grids. In the case of 
� = 1, we can do better, as we show in the next theorem.

Theorem 3.7. Let A ∈ S(G) and B ∈ S(H) have the SSP. Suppose spec(A) ∩ spec(B) =
{λ} with multA(λ) = k and multB(λ) = 1, where ker(A − λI) and ker(B − λI) are 
generic. If either

• |β ∩ ({u} × V (H))| = 2 for k distinct u ∈ V (G), or
• |β ∩ (V (G) × {v})| = k + 1 for some v ∈ V (H),

then the set β is an SSP liberation set of A ⊕ B. In particular, there is a matrix C ∈
S(G ∪̇H + β) with the SSP such that spec(C) = spec(A) ∪ spec(B).

Moreover, when k = 1, any β ⊆ V (G) × V (H) with |β| = 2 is an SSP liberation set 
of A ⊕B.

Proof. The case when |β ∩ (V (G) × {v})| = k + 1 for some v ∈ V (H) follows from 
Theorem 3.5, so we focus on the case when |β ∩ ({u} × V (H))| = 2 for k distinct 
u ∈ V (G). Note that any β′ ⊂ β with |β′| = |β| − 1 satisfies |β′ ∩ ({u} × V (H))| = 1 for 
k distinct u ∈ V (G).

Let UA be a n ×k matrix whose columns form a basis of ker(A −λI), and ker(B−λI) =
span{v} for some vector v. Now Y ∈ R(A, B) can be written as

Y = UAsY v�

for some sY ∈ Matk,1(R). If Y |β′ = 0, then at least k rows of Y have a zero entry. 
However, since v is nowhere zero by the genericity of ker(B−λI), each row of Y is either 
the zero vector or a nowhere zero vector. Therefore, Y contains at least k zero rows. The 
genericity of UA now implies sY = 0 and Y = O. Since this argument applies to any 
β′ ⊂ β with |β′| = |β| − 1, we have proved that β is an SSP liberation set of A ⊕B.

In the case of k = 1, we may further assume ker(A −λI) = span{u} for some nowhere 
zero vector u and Y = usY v� for some scalar sY . As long as Y contains a zero entry, 
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Fig. 3. Graph G100 = K1,3 ∪̇ P2 + {{4, 5}, {4, 6}} on six vertices.

we know sY = 0 and Y = O. Therefore, any β ⊆ V (G) × V (H) with |β| = 2 is an SSP 
liberation set of A ⊕B. �
Remark 3.8. Below we list some situations in which we can prove genericity of 
eigenspaces:

• Let T be a tree and A ∈ S(G). Then the smallest and the largest eigenvalues of A
must be simple by the Perron–Frobenius Theorem, and their eigenspaces are generic.

• Let G be a connected graph on n vertices and λ1 < · · · < λn. Then there is a matrix 
A ∈ S(G) with spec(A) = {λ1, . . . , λn} such that the eigenspace of each eigenvalue is 
generic [22].

• Let G be a complete graph Kn and A ∈ S(G). By choosing appropriate orthogonal 
matrices Q, we may replace A by Q�AQ and assume the eigenspace of each eigenvalue 
is generic.

Example 3.9. Let T1 and T2 be trees and H a graph obtained from T1 ∪̇ T2 by adding 
two arbitrary edges between V (T1) and V (T2). Suppose A ∈ S(T1) and B ∈ S(T2)
are matrices with the SSP and the ordered multiplicity lists (1, m2, . . . , mq1−1, 1) and 
(1, r2, . . . , rq2−1, 1), respectively. Then both

(2,m2, . . . ,mq1−1, 1, r2, . . . , rq2−11) and (1,mq1−1, . . . ,m2, 2, r2, . . . , rq2−1, 1, )

are ordered multiplicity lists that are realizable by a matrix in S(H) with the SSP by 
Theorem 3.7.

In particular, it is known that K1,3 and P2 are SSP graphs with each realizable 
ordered multiplicity being spectrally arbitrary; see [4]. So, for arbitrary choice of real 
numbers λ1 < λ2 < λ3 < λ4, let A ∈ S(K1,3) be a matrix with the SSP and spec(A) =
{λ1, λ

(2)
2 , λ3}, and let B ∈ S(P2) be a matrix with the SSP and spec(B) = {λ3, λ4}. 

Then by Theorem 3.7, the ordered multiplicity list (1, 2, 2, 1) is spectrally arbitrary and 
realizable by a matrix with the SSP for the graph G100 shown on Fig. 3. This resolves 
one of the multiplicity lists in [1, Appendix B].
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Fig. 4. Graphs G127 = K3 ∪̇ P3 + {{1, 6}, {3, 4}} and G169 = K4 ∪̇ K2 + {{2, 6}, {4, 5}} on six vertices.

Example 3.10. Let G and H be graphs. Suppose A ∈ S(G) and B ∈ S(H) both have the 
SSP with spec(A) = {θ} ∪ σ and spec(B) = {θ} ∪ τ , where θ /∈ σ ∪ τ and σ ∩ τ = ∅. 
Moreover, assume that the eigenspaces of A and B corresponding to θ are generic.

By Remark 3.8, such matrices A and B exist for any connected graphs G and H, 
if σ and τ are sets of distinct real numbers of appropriate sizes. Furthermore, if G is 
a complete graph, then A exists for multiset σ of real numbers of appropriate size, 
and a similar statement holds for H and B. Let β ⊆ V (G) × V (H) with |β| = 2. By 
Theorem 3.7, there is a matrix in S(G ∪̇H+β) with the SSP and spectrum {θ(2)} ∪σ∪τ .

In particular, this setup applies to graphs G127 and G169 in Fig. 4 for the following 
choices of G, H and β:

• Let G = K3 with V (G) = [3], H = P3 with V (H) = 3 + [3], and β = {{1, 6}, {3, 4}}. 
Since G127 = K3 ∪̇P3 +β, we now know that the unordered multiplicity list {2, 2, 1, 1}
is spectrally arbitrary for G127.

• Taking G = K4, V (G) = [4], H = K2, V (H) = 4 + [2], and β = {{4, 5}, {2, 6}}, we 
have G169 = K4 ∪̇K2 + β hence the unordered multiplicity list {3, 2, 1} is spectrally 
arbitrary for G169.

These results resolve the question of spectral arbitrariness for ordered multiplicity 
lists of G127 and G169 listed in [1, Appendix B].

Example 3.11. Let G = K3, V (G) = [3], H = P3, V (H) = 3 + [3],

β = {{1, 6}, {1, 5}, {3, 5}, {3, 4}},

and θ, λ1, λ2, μ1 ∈ R distinct real numbers. By Remark 3.8, there exist matrices A ∈ S(G)
and B ∈ S(H) with the SSP, with spec(A) = {θ(2), μ1} and spec(B) = {θ, λ1, λ2} such 
that the eigenspaces of A and B with respect to θ are both generic.

Then the graph G163 in Fig. 5 is isomorphic to G ∪̇H +β. Notice that β contains two 
elements of the form {1, ·} and two elements of the form {3, ·}, so there exists a matrix 
in S(G163) with the SSP and the spectrum {θ(3), λ1, λ2, μ1} by Theorem 3.7. Since θ, 
λ1, λ2 and μ1 are arbitrary distinct numbers, the unordered multiplicity list {3, 1, 1, 1}
is spectrally arbitrary, which resolves the question of spectral arbitrariness for the some 
of previously unresolved ordered multiplicity lists of G163 in [1, Appendix B].
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Fig. 5. Graph G163 = K3 ∪̇ P3 + β on six vertices with the set β = {{1, 6}, {1, 5}, {3, 5}, {3, 4}}.

Fig. 6. An example where the liberation set does not rely on generic eigenspaces.

We end this section with examples where the eigenspaces are not generic.

Example 3.12. Consider K1,3 with V (K1,3) = [4], where 1 is the vertex of degree 3. Let 
A, B ∈ S(K1,3) such that spec(A) = {λ1, θ(2), λ2} and spec(B) = {μ1, θ(2), μ2} with 
λ1 < θ < λ2 and μ1 < θ < μ2. By, e.g., [4], such spectra are realizable by matrices with 
the SSP for any distinct real numbers λ1, λ2, μ1, μ2, and θ.

Then by interlacing and [23, Lemma 5.1] we have

A =
(
a a�

a θI3

)
and B =

(
b b�

b θI3

)
.

Let UA be a 4 × 2 matrix whose columns form a basis of ker(A − θI). The structure of 
A implies that UA has the form (

0 0
u1 u2

)
,

where any linear combination of u1 and u2 is orthogonal to a. In particular, c1u1 + c2u2
must have at least two nonzero entries for any c1, c2 ∈ R unless c1 = c2 = 0. If UA[I, :]
is singular for some I ⊆ {2, 3, 4} with |I| = 2, then there must be nonzero c1 and c2
such that c1u1 + c2u2 has only one nonzero entry, which is impossible. Therefore, every 
submatrix UA[I, :] with I ⊆ {2, 3, 4} and |I| = 2 must be invertible. This means ker(A −
θI) is “locally” generic on {2, 3, 4}, and the same behavior happens for ker(B − θI).

Following the same argument in Theorem 3.5, for any VG ⊆ {2, 3, 4} with |VG| = 2
and VH ⊆ {6, 7, 8} with |VH | = 3, the set β = VG × VH is a liberation set of A ⊕B. The 
graph K1,3 ∪̇K1,3+β is shown in Fig. 6. Therefore, there is a matrix in S(K1,3 ∪̇K1,3+β)
with the SSP and the ordered multiplicity list (1, 1, 4, 1, 1), and it is spectrally arbitrary.
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Fig. 7. Zero forcing covers of G30 and G36, colored as blue. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

4. Zero forcing

In the following, we focus on disconnected graphs and build a technique that depends 
on the (classical) zero forcing game to identify SSP liberation sets of corresponding 
matrices. The analogous statements for the SAP are included at the end of the section.

We first recall the zero forcing game introduced in [2]. Let G be a graph. At each 
stage of the zero forcing game all vertices are assigned a color: blue or white. At the 
start of the game the initial set F ⊆ V (G) of blue vertices is chosen. The game is played 
by repeated application of the following color change rule. If v is the only white neighbor 
of a blue vertex u, then v turns blue in the next step. This action is called a force and is 
denoted by u → v. If, starting with an initial set F of blue vertices, repeated application 
of the color change rule successfully turns all the vertices blue, then F is called a zero 
forcing set for G.

The zero forcing number of a graph G is the minimum size of a zero forcing set, 
denoted by Z(G). For example, a leaf is a zero forcing set for Pn and Z(Pn) = 1, while 
in Cn, any two adjacent vertices form a zero forcing set and Z(Cn) = 2. It is known that 
Z(G) is an upper bound for the multiplicity of any eigenvalue of any matrix in S(G) [2].

Definition 4.1. Let G be a graph. A set F ⊆ V (G) is a zero forcing cover of G if F ′ is a 
zero forcing set of G for any F ′ ⊂ F with |F ′| = |F | − 1.

If F is a zero forcing cover of G, then clearly any superset of F is also a zero forcing 
cover of G. In general, the union of two or more disjoint zero forcing sets is a zero forcing 
cover. However, the following example shows that a zero forcing cover does not need to 
be of this form.

Example 4.2. It is not difficult to check that the colored sets of vertices of G30 and G36
in Fig. 7 are examples of zero forcing covers. More generally, the set of all leaves in a 
generalized star G is a zero forcing cover of G.

As we will see below, a zero forcing cover of the Cartesian product of graphs G and 
H allows us to find an SSP liberation set of some matrices in S(G ∪̇H). Recall that the 
Cartesian product of two graphs G and H is the graph G � H on the vertex set

V (G � H) = {(u, v) : u ∈ V (G), v ∈ V (H)}

such that two vertices (u1, v1) and (u2, v2) are adjacent if either
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• u1 = u2 and {v1, v2} ∈ E(H), or
• v1 = v2 and {u1, u2} ∈ E(G).

It is known [2] that Z(Ps � Pt) = min{s, t} and Z(Cs � Pt) = min{s, 2t}. For s ≤ t, it 
is known [8]

Z(Cs � Ct) =
{

2s− 1 if s = t and s is odd,
2s otherwise.

Lemma 4.3. Let G and H be graphs, and β′ a zero forcing set of G �H. Then A ⊕B has 
the SSP with respect to G ∪̇H + β′ for any A ∈ S(G) and B ∈ S(H) both with the SSP.

Proof. Let us denote Γ := G ∪̇ H + β′ and let A ∈ S(G), B ∈ S(H) have the SSP. 
Moreover, suppose X ∈ Scl

0 (Γ) satisfies [A ⊕B, X] = O. We may write

X =
(
XA Y
Y � XB

)

conformal with the partition of A ⊕ B such that XA ∈ Scl
0 (G), XB ∈ Scl

0 (H), and 
Y |β′ = 0. Because both A and B have the SSP, the condition [A ⊕ B, X] = O is 
equivalent to AY − Y B = O. Next we look at the entries of AY − Y B, and use the 
notation A = (ai,j ), B = (bi,j ), and Y = (yi,j ).

Let (i0, j0), (i1, j1) ∈ V (G � H) and let F ⊂ V (G � H) be a set of blue vertices that 
allows the force (i0, j0) → (i1, j1) on G �H (by one application of the color change rule). 
First we prove that if yi,j = 0 for all (i, j) ∈ F and (AY − Y B)i0,j0 = 0, then yi1,j1 = 0. 
The equation (AY − Y B)i0,j0 = 0 can be written as:

∑
k∈NG[i0]

ai0,kyk,j0 −
∑

k∈NH [j0]

bk,j0yi0,k = 0.

From (i0, j0) → (i1, j1), we know that (i0, j0) and all its neighbors except (i1, j1) in G �H

are in F . This means that all variables yi,j appearing in the equation above are assumed 
to be zero except for yi1,j1 . Moreover, since (i1, j1) is a neighbor of (i0, j0), either i1 = i0
or j1 = j0. If i1 = i0, then the equation reduces to −bj1,j0yi0,j1 = 0. If j1 = j0, then it 
reduces to ai0,i1yi1,j0 = 0. In either case we conclude yi1,j1 = 0.

Assuming that Y |β′ = 0 and AY −Y B = O, we can now conclude Y = 0 by repeated 
application of the claim above. Therefore, by Proposition 3.2, A ⊕ B has the SSP with 
respect to G ∪̇H + β′ if β′ is a zero forcing set of G � H, as claimed. �
Theorem 4.4. Let G and H be graphs. Suppose A ∈ S(G) and B ∈ S(H) have the SSP. 
If β is a zero forcing cover of G � H, then β is an SSP liberation set of A ⊕B.
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Proof. If β is a zero forcing cover, then any β′ ⊂ β with |β′| = |β| − 1 is a zero forcing 
set. Therefore, by Lemma 4.3 β is an SSP liberation set of A ⊕B for any A ∈ S(G) and 
B ∈ S(H) with the SSP. �

In Theorem 4.4 we require that both A and B have the SSP, but we do not assume 
that A ⊕ B has the SSP as well, hence we allow A and B to have some eigenvalues in 
common.

Example 4.5. Let 2 ≤ s ≤ t, G = Ps and H = Pt. Let u1, . . . , us and v1, . . . , vt be the 
vertices of G and H, respectively, following the path order. Let

β = {{ui, v1} : i ∈ [s]} ∪ {{ui, v2} : i ∈ [s], i ≡ 2, 3 (mod 4)} ∪ {{us−1, v2}}.

Note that the edge {us−1, v2} might already be part of the second set in the union above. 
Then β is a zero forcing cover of G � H. By Theorem 4.4, β is an SSP liberation set of 
A ⊕B for any A ∈ S(G) and B ∈ S(H) with the SSP. Since every matrix of a path has 
the SSP [19], β is in fact an SSP liberation set of G ∪̇H. Since paths realize any discrete 
spectrum (spectrum with all eigenvalues distinct), Ps ∪̇ Pt + β realizes any spectrum 
composed of at most s eigenvalues with multiplicity 2 and some simple eigenvalues.

Notice that when H = mK1 the Cartesian product G �H is isomorphic to the disjoint 
union of m copies of G. Therefore, zero forcing covers of G can be used to construct a 
zero forcing cover of G � mK1.

Corollary 4.6. Let G be a graph on n vertices, m ∈ N, and A ∈ S(G) with the SSP. If 
Fj are zero forcing covers of G, j ∈ [m], then

β =
⋃

j∈[m]

{{u, i} : u ∈ Fj , i ∈ [m]}

is an SSP liberation set of A ⊕ diag(λ1, . . . , λm) for any distinct λ1, . . . , λm ∈ R.

Example 4.7. Let Pn−1 have the vertices u1, . . . , un−1 following the path order. Then β =
{u1, un−1} is a zero forcing cover of Pn−1. By Corollary 4.6, β̂ = {{u1, un}, {un−1, un}}
is an SSP liberation set of any matrix of the form A ⊕ (λ) ∈ S(Pn−1 ∪̇ K1), where 
A ∈ S(Pn−1) has the SSP, λ ∈ R and V (K1) = {un}. The assumption that A has the 
SSP can again be ignored by [19]. Since (Pn−1 ∪̇K1) + β̂ ∼= Cn and any n − 1 distinct 
real numbers can be the spectrum of some A ∈ S(Pn−1), Theorem 2.2 ensures that the 
unordered multiplicity list {2, 1, . . . , 1} is spectrally arbitrary with the SSP for Cn. This 
aligns with [4, Corollary 7.6].

Example 4.8. By [4, Fig. 1] the ordered multiplicity list (1, 2, 1) is spectrally arbitrary 
and realizable with the SSP for K1,3, and by [21, Lemma 2.2] there exists a matrix 
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Fig. 8. Blue vertices of G30 and G36 present their zero forcing covers. Adding the black vertex with the label 
5 we obtain graphs G129 = G30 ∪K1 + β̂30 and G153 = G36 ∪K1 + β̂36. Note that G145 is a supergraph of G129.

B ∈ S(2K1) with distinct eigenvalues λ1, λ2 and SSP. Note that the three leaves of 
K1,3 form a zero forcing cover of K1,3. Therefore, by Corollary 4.6 and Lemma 2.2 the 
ordered multiplicity lists (1, 3, 2) and (2, 3, 1) are realizable in G175 = K3,3, see Fig. 9, 
which completes the list of ordered realizable multiplicity lists for G175 in [1, Appendix B].

Let us present some examples in the case when m = 1 in Corollary 4.6.

Example 4.9. By [4, Fig. 1] the ordered multiplicity lists (1, 2, 1, 1) and (1, 1, 2, 1) are 
spectrally arbitrary and realizable with the SSP for G30, and hence by Corollary 4.6
and Example 4.2 the ordered multiplicity lists (1, 3, 1, 1) and (1, 1, 3, 1) are spectrally 
arbitrary for G129 with the SSP, see Fig. 8.

Since G145 and G153 are supergraphs of G129, it follows by Theorem 1.1 that the ordered 
multiplicity lists (1, 3, 1, 1) and (1, 1, 3, 1) are spectrally arbitrary for G145 and G153 with 
the SSP. Alternatively, one can arrive at the same conclusion by applying Corollary 4.6
and Example 4.2 to G36 and the zero forcing cover presented in Fig. 7. This gives the 
answer to spectral arbitrariness of (1, 3, 1, 1) and (1, 1, 3, 1) for G129, G145 and G153 in [1, 
Appendix B].

Example 4.10. By [4, Fig. 1] the ordered multiplicity lists (1, 2, 2), (2, 2, 1), (1, 1, 2, 1)
and (1, 2, 1, 1) are realizable with the SSP and spectrally arbitrary for C5. Since any 
four vertices of C5 are a zero forcing cover of C5, using Corollary 4.6 it follows that 
ordered multiplicity lists (1, 2, 3), (1, 3, 2), (3, 2, 1), (3, 1, 2), (1, 1, 3, 1) and (1, 3, 1, 1) are 
spectrally arbitrary for G171 with the SSP, see Fig. 9. Moreover, since G187 is a supergraph 
of G171, the same ordered multiplicity lists are spectrally arbitrary with the SSP for G187
as well. And so we have completely resolved the question of spectral arbitrariness for the 
remaining ordered multiplicity lists of G171 and G187 listed in [1, Appendix B].

While we were able to use the classical zero forcing on the Cartesian product of graphs 
to build the SSP liberation set, we need to define a new color change rule for the SAP. 
Let G and H be graphs, and let each vertex of G � H be colored blue or white. We 
say u G−→ v if u and v are in the same copy of G and by only looking at this induced 
subgraph isomorphic to G the action u → v is allowed by the color change rule. The 
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Fig. 9. Blue vertices of C5 and K1,3 present their zero forcing covers. Adding black K1 and 2K1 to C5 and 
K1,3, respectively, we obtain graphs G171, G175 G187.

notion of u H−→ v is defined similarly. If one may start by coloring a set of vertices F blue 
and repeatedly apply u G−→ v or u H−→ v to make V (G �H) blue, then F is called a local 
zero forcing set of G � H.

Definition 4.11. Let G be a graph. A set β ⊆ V (G) is a local zero forcing cover of G if 
β′ is a local zero forcing set of G for any β′ ⊂ β with |β′| = |β| − 1.

By modifying the proof of Theorem 4.4, we obtain the analogous result for the SAP.

Theorem 4.12. Let G and H be graphs. Suppose A ∈ S(G) and B ∈ S(G) have the SAP. 
If β is a local zero forcing cover of G � H, then β is an SAP liberation set of A ⊕B.

Remark 4.13. Note that when H = K1, a set F is a zero forcing cover of G � H if 
and only if F is a local zero forcing cover of G � H. This is reasonable, since the SSP 
liberation set allows one to add an arbitrary eigenvalue λ on top of spec(A), while the 
SAP liberation set allows one to increase the multiplicity of an eigenvalue of spec(A) — 
they have the same effect.

Example 4.14. Let G = C4 and H = P2, and let V (G) = [4] and V (H) = {5, 6}. Any set 
of the form {(i, 5), (i + 1, 5)} or {(i, 6), (i + 1, 6)} is a local zero forcing set for G � H, 
where i + 1 is replaced by 1 if i = 4. Consequently,

F = {(1, 5), (2, 5), (3, 6), (4, 6)}

is a local zero forcing cover for G � H. Let β be the edge set corresponding to F . Then 
by Theorem 4.12, β is a liberation set of A ⊕ B for any A ∈ S(G) and B ∈ S(H) with 
the SAP. By choosing A with nullity 2 and B with nullity 1, we prove the existence of a 
matrix in S(G ∪̇H + β) with nullity 3 and the SAP. Note that G ∪̇H + β is the prism 
graph shown in Fig. 10.

5. Liberation set of a graph

In this section, we study the sets that are liberation sets for any matrix in S(G), and 
hence do not depend on the choice of the matrix in S(G). In general, it can be hard to 
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Fig. 10. The prism graph C4 ∪̇ P2 + β for Example 4.14.

identify a liberation set of a graph. However, the SSP sequence introduced in [19] and 
the SAP zero forcing introduced in [18] provide combinatorial tools that can help.

Definition 5.1. Let G be a graph. A subset β ∈ E(G) is an SSP liberation set of G (an 
SAP liberation set of G, respectively) if β is an SSP (an SAP, respectively) liberation 
set of A for all A ∈ S(G).

As an immediate corollary of Lemma 2.2 we obtain the following result.

Theorem 5.2. Let G be a graph and β an SSP (an SAP, respectively) liberation set of G. 
Then any spectrum (or rank, respectively) realizable in S(G) is realizable in S(G + β)
with the SSP (the SAP, respectively).

Example 5.3. Consider G to be a star graph K1,4 with v = 5 as the only non-leaf vertex, 
and let

A =

⎛⎜⎜⎜⎝
d1 0 0 0 a1,5
0 d2 0 0 a2,5
0 0 d3 0 a3,5
0 0 0 d4 a4,5

a1,5 a2,5 a3,5 a4,5 d5

⎞⎟⎟⎟⎠ ∈ S(K1,4),

where ai,j ’s are assumed to be nonzero while di’s can be any real numbers. The SSP 
verification matrix Ψ of A is equal to

⎛⎜⎜⎝
d1 − d2 0 0 −a2,5 0 0 −a1,5 0 0 0

0 d1 − d3 0 −a3,5 0 0 0 0 −a1,5 0
0 0 d1 − d4 −a4,5 0 0 0 0 0 −a1,5
0 0 0 0 d2 − d3 0 −a3,5 0 −a2,5 0
0 0 0 0 0 d2 − d4 −a4,5 0 0 −a2,5
0 0 0 0 0 0 0 d3 − d4 −a4,5 −a3,5

⎞⎟⎟⎠ ,

where the rows are indexed by the nonedges {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}. 
Let β′ = {{1, 2}, {1, 3}} and γ be the set of columns that contain no entry of the form 
di − dj , i �= j. Thus,



26 J.C.-H. Lin et al. / Linear Algebra and its Applications 675 (2023) 1–28
1 2

3 4

5

1 2

3 4

5

Fig. 11. Two SSP liberation sets of K1,4.

Ψ := Ψ[E(G) \ β′, γ] =

⎛⎜⎝−a4,5 0 0 −a1,5
0 −a3,5 −a2,5 0
0 −a4,5 0 −a2,5
0 0 −a4,5 −a3,5

⎞⎟⎠ .

As det(Ψ) = −2a2,5a3,5a
2
4,5, it follows that Ψ has full row-rank for any choice of nonzero 

ai,j ’s. By Remark 1.9, A has the SSP with respect to K1,4 + β′. By symmetry, the same 
argument works for any β′ of the form {{i, j}, {i, k}} with i, j, k ∈ [4]. Therefore, both

β1 = {{1, 2}, {2, 3}, {1, 3}}, and

β2 = {{1, 2}, {1, 3}, {1, 4}}

are SSP liberation sets of K1,4, as illustrated in Fig. 11.
As a consequence, any spectrum occurring in S(K1,4) also occurs in S(K1,4 +β1) and 

S(K1,4 + β2) with the SSP by Theorem 5.2. On the other hand, it is known that not all 
A ∈ S(K1,4) have the SSP. In particular, no matrix A ∈ S(K1,4) with an eigenvalue of 
multiplicity 3 has the SSP; see, e.g., [4].

The theory developed above is useful for studying various parameters that depend on 
the spectrum of matrices. Two examples of this are specified below. Recall that M(G)
is the maximum nullity of matrices in S(G), and ξ(G) denotes the maximum nullity 
of matrices in S(G) with the SAP [3]. Moreover, let q(G) denote the minimal number 
of distinct eigenvalues of matrices in S(G) and qS(G) the minimal number of distinct 
eigenvalues of matrices in S(G) with SSP [5]. By Theorem 5.2 we get the following 
inequalities.

Corollary 5.4. Let G be a graph.

1. If β an SSP liberation set of G, then q(G + β) ≤ qS(G + β) ≤ q(G) ≤ qS(G).
2. If β an SAP liberation set, then M(G + β) ≥ ξ(G + β) ≥ M(G) ≥ ξ(G).

6. Conclusion

The introduction of the strong spectral properties has made a powerful impact on the 
IEP-G and related problems. The notion of the SSP liberation set, introduced in this 
paper, further advances the approach to the problem through an investigation of what 
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perturbations of the pattern of a given matrix guarantee the preservation of spectra 
or rank. While the paper offers a selection of examples where the SSP liberation set 
is applied, it does not aim to provide an exhaustive list of possible research directions 
that could benefit from it. A study of the direct sums of matrices and disjoint unions of 
graphs is a natural first step, especially since using the standard spectral properties in 
this context is fully understood. Even in this special case, the paper provides a foundation 
for future research supported with only initial examples that can be developed further. 
In particular, the paper introduces and motivates a purely combinatorial problem of 
determining the zero forcing covers of Cartesian products of graphs.
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