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ABSTRACT: While the function of enzymes has been well-known to researchers for decades, the driving force behind it is still
a hotly debated topic. Herein, we report significant evidence for electrostatics being that driving force, using a simple,
computationally inexpensive, multiscale model of monoamine oxidase A and phenylethylamine. We found that electrostatics
provided by the enzyme substantially enhances the reaction by all the considered criteria (lowering the energy barrier,
increasing charge transfer, decreasing the highest occupied molecular orbital−lowest unoccupied molecular orbital (HOMO−
LUMO) gap, increasing the dipole moment). The catalytic effect can be rationalized by the stabilizing interaction between the
dipole moment of the reacting moiety and the electric field exerted by the charged environment. Both the dipole moment and
the electric field are perceivably larger in the transition state as compared to the state of reactants; hence the transition state is
stabilized to a larger extent and better solvated than the state of reactants, thereby lowering the barrier. Our findings support the
view that catalysis in enzymes originates from preorganized electrostatics.

KEYWORDS: enzyme catalysis, monoamine oxidase, electrostatics, quantum calculations, energy barrier, HOMO−LUMO gap,
electric field, dipole moment

1. INTRODUCTION

The indispensable role of enzymes in virtually all life processes
has inspired researchers for decades. The paramount role of
enzymes is their catalytic function. Enzymes facilitate chemical
reactions involved in biological processes to occur at
significantly higher rates (and, consequently, at milder
conditions) than in the plain aqueous environment. While
that feature alone represents an enormous research potential, it
should be stressed that enzymes are in every imaginable aspect
highly complex systems. Consisting typically of thousands of
atoms and including flexible domains, the structure of enzymes
is governed by a sophisticated network of interactions, and the
formation of the structure (folding) and its stability still
remains enigmatic, despite significant research efforts on both
the experimental and theoretical fronts. From a theoretical
standpoint the complexity of enzymes is reflected, among the
rest, in the huge conformational phase space, requiring

dedicated, cutting-edge computing equipment1,2 in order to
characterize even relatively simple cases of folding dynamics.3,4

The catalytic effect of enzymes is expressed as the increased
reaction rate associated with the lowering of the free energy
barrier due to the enzymatic environment, typically relative to
the aqueous medium. Enzymes are capable of boosting kinetics
by several (typically 6−12) orders of magnitude, which
corresponds to the barrier lowering of 8−15 kcal/mol.5 A
typical barrier range of enzymatic reactions is between 13 and
20 kcal/mol, which corresponds to rates on a scale between
fractions of a second and minutes.6

The driving force behind enzyme catalysis is one of the
central questions of chemistry and molecular medicine and has
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long been the subject of profound studies. Pauling suggested,
before enzyme structures were available, that the macro-
molecular environment binds the transition state structure
tighter than the reactant structure, giving rise to decreased
activation energy.7 When enzyme structures became available
along with their kinetic and thermodynamic data, the research
of enzymatic reactions received strong impetus, which included
development of multiscale (quantum mechanics/molecular
mechanics (QM/MM)) techniques capable of simulation of
enzymatic reactions,8−14 thereby supporting the attempts of
rationalizing the catalytic function of enzymes.
Several hypotheses on the origin of enzyme catalysis have

been proposed and investigated by both experimental and
theoretical treatments, but no consensus has been reached to
date. The views on this issue can in principle be divided into
two major groups, one arguing that the catalytic function
derives from preorganized electrostatics, and the other
suggesting that it is driven by dynamical ef fects. The hypothesis
of preorganized electrostatics proposed by Warshel5,15−18

postulates that the polar enzymatic environment stabilizes by
electrostatic interactions the transition state (TS) to a larger
extent than it stabilizes the state of reactants (R), resulting in
barrier lowering (relative to aqueous environment). This
concept assumes that the transition state theory is valid for
enzymes, the R and TS being in thermal equilibrium, hence
Boltzmann statistics takes effect in the TS region. On the
contrary, the dynamical effects hypothesis suggests that
nonequilibrium effects (beyond the transition state theory)
associated with an enzyme’s dynamics govern the catalytic
power of enzymes.19−26 Both views have been (and are still
being) vividly debated and critically evaluated by using a wide
array of experimental and theoretical techniques, mainly
through the aspect of whether or not dynamical effects provide
a significant contribution to catalysis, and whether or not the
kinetic data can be interpreted through the transition state
theory.27−34 Several studies suggest that dynamical effects may
play a role in the kinetics of enzymatic reactions, but it remains
questionable whether these effects are of sufficient magnitude
to be decisive for catalysis. The critics of the “dynamical”
hypothesis argue that dynamical effects have at best a minor
impact on the rates and barriers and cannot account for the
massive barrier lowering enforced by enzymes.29,30 In line with
this criticism, it has been suggested that the coupling of the
enzyme modes with the chemical coordinate is not dynamical
in its nature.30 On the contrary, promoters of the dynamical
concept express the view that (electrostatic) preorganization is
a transient, dynamical feature of the enzyme.35

The concept of preorganized electrostatics has recently
gained strong research focus, mainly through the role of
electric fields in enzymatic reactions and chemical reactivity in
general. This has been demonstrated by several examples. In
recent efforts toward computationally guided improvements of
de novo designed enzymes such as Kemp eliminase
enzymes,36,37 electrostatics plays a central role, in that
optimization of electric fields enhances the stability of the
transition state, thereby lowering the reaction barrier. The
treatment includes detailed analysis of the electric field at the
active site as well as its interaction with dipole moments of
chemical bonds involved in the catalyzed reaction.36 It has
been demonstrated that by electrostatically guided mutations it
is possible to design enzymes with enhanced catalytic power.37

The catalytic role of electrostatics has also been recognized and
exploited in other areas of chemical reactivity. The ability to

control chemical reactions by using (external) electric fields
has substantial research potential38−42 that extends to
enzymatic reactions.43,44 The efforts in this direction have
evolved into a discipline named “electrostatic catalysis”, with
promising applications to a variety of reactions.45−47 The
importance of electric fields for the research of enzymatic
reactions also derives from the fact that electric fields in
enzymes can be probed experimentally by vibrational Stark
spectroscopy.48 This is probably the most quantitative
experimental measure of electrostatic interactions in enzymes.
Recent experimental findings on the role of electric fields in the
catalytic function of the ketosteroid isomerase enzyme give
strong support for catalysis driven by preorganized electro-
statics.49 The relevance of electric fields for enzymatic
reactions has also attracted the attention of researchers
promoting the dynamical concept of enzyme catalysis.50

Other recent examples of studies scrutinizing preorganized
electrostatics include charge density analysis in the active site
of the histone deacetylase 8 enzyme51 and the electrostatic
environment of the catalytic site in monoamine oxidase A and
B isoenzymes.52

In view of the motivation to devise proof-of-concept for the
driving force behind enzyme catalysis and in line with the
increased focus on electrostatics in (enzymatic) reactions, the
scope of this work is to augment the existing studies by
shedding new light on the catalytic role of electrostatics in
enzymes. We use a multiscale computational approach based
on the treatment of the reacting moiety by an established
quantum chemistry protocol (density functional theory (DFT)
in the present case), embedded in the enzymatic environment
represented by atomic point charges. While this approach does
not account for the interactions within the environment,
therefore being unable, for example, to yield meaningful total
energy of the entire system or perform molecular dynamics
(MD) simulation, it allows for the investigation of the
influence of the polar environment on the electronic structure
of the reacting subsystem, thereby assessing some vital aspects
of reactivity and kinetics. For the electronic wave function such
representation is exact, because the electron density interacts
with the surroundings exclusively via Coulombic forces. The
approach is carried out as single point quantum chemical
calculation with external point charges (routinely available in
quantum chemistry program packages), and its cost is virtually
the same as for the system in the gas phase, even if thousands
of point charges are involved. In this way, various quantities
related to the reaction can be evaluated, such as reaction
barriers, dipole moment, and frontier molecular orbitals,
together with the influence of charged surroundings on these
quantities. Perhaps the most intriguing aspect of the approach
is that one can, at relatively low cost, manipulate with the point
charges at willthe charges can be (selectively or entirely)
switched off, scaled, displaced, or otherwise modifiedgiving
insight into the role of charged/polar surroundings for the
reaction of interest. The herein presented approach of
“copying” the partial charges of the protein onto the gas
phase quantum calculations in order to account for the
electrostatics of the protein was used before in the study of
dopamine production catalyzed by CYP2D6, one of the
cytochrome P450 enzymes.53

The structures subject to the present approach have to be
devised independently (e.g., imported from other simulations).
In order to evaluate the catalytic effect of an enzyme, several
structures representative of R and TS are required, and these

ACS Catalysis Research Article

DOI: 10.1021/acscatal.8b04045
ACS Catal. 2019, 9, 1231−1240

1232

http://dx.doi.org/10.1021/acscatal.8b04045


structures should in principle reflect thermal fluctuations of the
reacting moiety and its enzymatic surroundings. A suitable set
of structures can be readily obtained from a preceding
simulation using one of the established techniques54−57 for
the sampling of reaction pathways. In the present work we
used simulation trajectories acquired by the free energy
perturbation approach58,59 in the framework of an earlier
study.60

As the enzyme of interest and its corresponding reaction, we
chose monoamine oxidase A (MAO A) and the reactive step of
phenylethylamine (PEA) oxidation. Together with the MAO B
isoenzyme, MAO A catalyzes the oxidative decomposition of
monoamine neurotransmitters in the central nervous system
and other tissues, thereby regulating their levels. The function
of MAO enzymes is closely related to neurodegeneration and
neuropsychiatric disorders.61−65 While primary MAO sub-
strates are dopamine, serotonin, and noradrenaline, PEA is an
endogenous neuromodulator exhibiting various neurological
effects66−68 and a popular research substrate of MAO
enzymes.69−72 Independently of the substrate, the reactive
step of decomposition includes the cleavage of the C−H bond
vicinal to the amino group accompanied by the transfer of
hydrogen atom to the flavin adenine dinucleotide (FAD)
prosthetic group present in the active site of the enzyme. In
agreement with the assumed hydride transfer mechanism (see
the Supporting Information, section S1),73,74 the reactive step
features negative charge transfer from PEA to FAD.
The present study scrutinizes the electrostatic effects of the

protein on the active site, particularly the influence of the
macromolecular environment on charge distribution within the
reactive subsystem, the pertinent highest occupied molecular
orbital−lowest unoccupied molecular orbital (HOMO−
LUMO) gap, and the reaction barriers. In addition, we
validate the above-described approach and rationalize the
catalytic function of MAO A by considering the interaction
between the electric field exerted by the solvated enzyme and
the dipole moment of the reacting moiety projected onto the
presumed direction of the electron flow, in a similar manner as
has been recently demonstrated by Head-Gordon and co-
workers.36,37 The convenience of using these quantities derives
from the simplicity at which the free energy of interaction
between a dipole and an electric field can be evaluated,
together with its impact on the reaction barrier (see the
Supporting Information, section S3). Importantly, in this
representation the effect of enzyme electrostatics on the barrier
can be analyzed at the residue level.

2. COMPUTATIONAL DETAILS
The reacting moiety, consisting of PEA and the flavin ring
system of the FAD prosthetic group truncated to the lumiflavin
molecule (LFN), was treated by DFT calculations, whereas the
environment (solvated protein) was represented by point
charges. The state of reactants (R) and the transition state
(TS) of the fluctuating system were sampled by taking, for
both R and TS, 100 snapshot structures from our previous
simulation of the rate-limiting step of PEA oxidation catalyzed
by MAO A.60 That simulation included classical treatment and
facilitated the conversion of reactants to products by using the
established free energy perturbation (FEP) methodology;58,59

the free energy profiles were computed by the empirical
valence bond protocol.8,75,76 The model was based on a
spherical simulation cell with a radius of 30 Å, centered at the
reacting moiety in the active site of MAO A, encompassing the

entire protein and 1884 water molecules (see the Supporting
Information, section S2). The simulation was carried out as 10
independent replicas, totaling in 51 ns of MD. For each replica,
the snapshot sampling rate within the relevant FEP step was 10
ps. It should be noted that overall the 100 snapshots are not
entirely time-resolved between each other. Snapshots corre-
sponding to R and TS are typically separated by ∼2.5 ns of
MD. The reader is referred to ref 60 for a detailed description
of the methods used in that work.
The structures representative of R and TS were identified

from the free energy profiles.60 For each of the snapshots, the
energy and electronic structure (including the dipole moment)
were computed for the PEA···LFN reacting moiety (51 atoms,
see Figure S1) at the M06-2X/6-31G+(d,p) level of theory in
the gas phase, in the polarizable conductor continuum
solvation model (CPCM)77,78 representing aqueous medium,
and in the presence of 13 898 point charges representing the
surroundings provided by the solvated protein. The computed
energy was corrected for the Coulombic self-energy of the
surrounding charges. The electronic structure was analyzed by
the Natural Bond Orbital v. 3.1 (NBO) method,79 yielding
atomic charges within the reactive subsystem; in addition,
atomic charges were also computed by fitting to the
electrostatic potential according to the Merz−Kollman (MK)
scheme.80 Analysis of the HOMO−LUMO gap pertinent to
the reaction was done by separately treating the PEA and LFN
molecules in the same point charge environment. While the
HOMO energy was taken directly from the single point
calculation of PEA, the LUMO energy was approximated as
the negative of the electron affinity, that is, the energy
difference between the neutral LFN molecule and its radical
anion. All quantum calculations were carried out by the
Gaussian 09 program package.81 Visualization and analysis of
snapshots was carried out by the VMD program.82

Point charges representing the solvated enzyme were taken
with their original values, but were also scaled by various
factors between −1 and +2, or completely switched off,
resulting in a gas-phase model of the reaction. In addition, the
effect of electrostatics provided by the environment was
studied by limiting the point charges included in the model to
selected distances ranging between 5 and 25 Å from the
reacting N5 atom of LFN. It should be noted that
manipulation with the surrounding point charges represents
the only difference between the models; in all other aspects
(snapshot geometries, quantum chemistry, etc.) the models are
identical.
For each snapshot the electric field exerted by the point

charges was evaluated at the midpoint of the C···N vector of
the reacting moiety by using the fundamental expression given
in the Supporting Information (section S3). The electric field
vector was dot-multiplied by the dipole moment vector of the
reacting moiety projected onto the C···N line (presumed
direction of the electron flow) to yield the free energy of the
electrostatic interaction between the reacting moiety and
enzymatic surroundings. This interaction was further analyzed
by contributions of individual residues.

3. RESULTS AND DISCUSSION
3.1. Electrostatic Environment Lowers the Barrier.

The reaction barrier, defined as the difference in average
energy between the snapshot structures representing the
transition state (TS) and the state of reactants (R), exhibits
significant dependence on the electrostatic environment
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provided by the solvated enzyme. In the absence of charged
environment (i.e., in the gas phase) the energy barrier amounts
to 40.31 kcal/mol. On inclusion of the point charges
representing the protein the barrier drops to 26.09 kcal/mol,
as shown in Figure 1. The electrostatic environment stabilizes
both R and TS, but the latter is stabilized to a larger extent.

The resulting barrier lowering of 14.22 kcal/mol is
statistically significantthe corresponding standard error of
the mean (SEM) is 1.92 kcal/moland can undoubtedly be
attributed to electrostatic interactions. As can be seen below,
the statistical significance of the effect of electrostatic
surroundings holds for all quantities considered in this study.
In agreement with earlier studies,73,74,83 the barrier lowering
corresponds to about 10 orders of magnitude speedup of the
reaction rate relative to the gas phase. Note that the present
barrier values are apparently overestimated by about 8 kcal/
mol, which is rationalized by the slight mismatch between the
force field used in the simulation from which the snapshots
were taken and the presently used model quantum chemistry.
In part, the overestimated barrier may also be attributed to the
chosen functional (see the Supporting Information, section S4,
for details).
It should be noted that the presented barrier lowering

corresponds to using gas phase as the reference state. However,
since aqueous reference state is most often used for the
interpretation of catalytic effect of enzymes, we also used a
continuum solvation model instead of a gaseous reference
state, yielding the barrier of 37.01 kcal/mol for the uncatalyzed
reaction and the corresponding barrier lowering of ∼11 kcal/
mol. Therefore, the substantial catalytic effect is conserved
regardless of the reference state used in the present approach.
3.2. Electrostatic Environment Enhances Charge

Transfer and Increases Dipole Moment. Along with the
energy barrier we monitored the effect of electrostatic
environment on the charge transfer between PEA and LFN
on passing from the R to the TS stage. Charge transfer was
estimated by two established methodologies of population
analysis (NBO and MK) imposed on the snapshots, as listed in
Table 1.

Inclusion of the electrostatic environment provided by the
enzyme noticeably increases the amount of transferred charge
(by 0.16−0.18 charge unit). As suggested by various
studies,73,74,84−87 the reaction between PEA and LFN includes
negative charge transfer from PEA to LFN; therefore, the
increased charge transfer stimulated by the electrostatic
environment reflects enhancement of the reaction. Worth
noting, for every single snapshot structure the charge transfer
increases when enzyme electrostatics is turned on, further
supporting the catalytic role of the charged environment.
The enhanced charge transfer is consistent with the

substantial increase of the dipole moment of the reacting
moiety on inclusion of the electrostatic environment (Table 2).

The environment causes strong additional polarization, raising
the dipole moment by 35 and 40% for R and TS, respectively.
Importantly, the increase is larger for the TS and the difference
in the dipole moment between R and TS more than doubles
on inclusion of enzyme’s electrostatics, rendering the TS more
susceptible for the interaction with the charged surroundings.
This is in agreement with the fundamental feature of chemical
reactions, namely that their TSs are more polarizable than the
respective reactant and product (P) states and that the TSs
possess a larger share of excited (ionic and charge transfer)
electronic states relative to R and P, making them prone to
large bond ionicity changes and, consequently, more
susceptible to external electric fields.42 As will be shown in
section 3.5, this feature appears to be important for
rationalizing the catalytic effect of MAO A.

3.3. Electrostatic Environment Narrows the HOMO−
LUMO Gap. We considered frontier molecular orbitals
pertinent to the reaction. For the present reaction the
characteristic molecular orbitals are the HOMO orbital of
PEA and the LUMO orbital of LFN. The energy gap between
these orbitals reflects reactivity between PEA and LFN. The
gap varies with the geometry of the PEA···LFN complex and is

Figure 1. Derivation of the energy barrier from snapshots
corresponding to the state of reactants (R) and to the transition
state (TS), with point charges representing the enzyme switched on
and off. The colored horizontal lines indicate the energies of the
corresponding sets averaged over the 100 snapshots, and the energy
barrier with the standard error of the mean (SEM) in parentheses is
displayed for enzyme electrostatics switched on and off.

Table 1. Amount of Negative Charge Transfer from PEA to
LFN on Passing from the State of Reactants to the
Transition Statea

methodology enzyme OFF enzyme ON

NBO 0.393 (0.011) 0.549 (0.012)
MK 0.271 (0.009) 0.447 (0.011)

aThe charge transfer (in atomic charge units, with SEM values in
parentheses) is computed as the difference between the sum of atomic
charges on PEA in the transition state and in the state of reactants and
averaged over 100 snapshots, with point charges representing the
enzyme switched on and off. Atomic charges were computed by two
distinct methodologies (NBO and MK; see Computational Details).

Table 2. Dipole Moment of the PEA···LFN Reacting Moiety
in the State of Reactants (R) and in the Transition State
(TS)a

enzyme OFF enzyme ON

R 10.62 (0.06) 14.34 (0.08)
TS 11.34 (0.06) 15.90 (0.09)
difference TS − R 0.72 (0.08) 1.56 (0.12)

aThe dipole moment (given in debyes, with SEM values in
parentheses) was computed at the M06-2X/6-31+G(d,p) level of
theory and averaged over the corresponding 100 snapshot structures,
with point charges representing the enzyme switched on and off.
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evidently susceptible to the charged environment, as shown in
Figure 2.

The HOMO−LUMO gap narrows on inclusion of enzyme
electrostatics for snapshots corresponding to both R and TS. In
the case of reactants, the gap is larger and less sensitive to the
charged environment; however, the decrease of ∼0.01 au is
perceivable. When the reacting system is close to the transition
state geometry, the HOMO−LUMO gap substantially
decreases, and is much more susceptible to the charged
environment, decreasing from 0.173 to 0.140 au (by over 20%)
on inclusion of enzyme’s electrostatics. This further confirms
that the charged environment provided by the enzyme
enhances the reactivity.
The reaction-enhancing effect of the enzyme’s electrostatics

has been further investigated by manipulation with the point
charges representing the enzyme. Manipulations include
scaling of the charges (see the Supporting Information, section
S5), restricting the charges included in the model up to a
selected distance from the reacting moiety, and improper
embedding of the reacting moiety into its surroundings. As
explained below, results of these manipulations unequivocally
demonstrate the significance of electrostatic interactions for
the catalytic function of MAO A.
3.4. Distance Cutoff of Charged Environment: At

Least 10 Å Required for Convergence. Since electrostatics
is a long-range interaction (Coulombic energy decreasing with
the inverse of the distance), it can be assumed that, rather than
just by the nearest surroundings, the reaction barrier is
influenced by a substantial domain of the environment. Also,
larger variations of the barrier are expected when small regions
of the charged environment are included in the model. Indeed,
when considering only the charges within 5 Å from the
reacting moiety, the barrier of 35.17 kcal/mol is closer to the
one in the gas phase than to the one computed for the full
protein environment (Figure 3), demonstrating that such a
narrow region cannot account for the effect of the entire
environment. When a 7.5 Å shell is considered, the barrier
drops to 17.58 Å, indicating that the catalytic effect has been
severely overestimated. This possibly reflects not only the

insufficiently sized domain of the environment, but also the
issue whether individual residues are entirely included in the
region or they are “broken” by its border. However, when this
region is extended out to 10 Å and more, the barrier stabilizes
and fluctuates only slightly around the value of 26.09 kcal/mol
obtained for the fully sized model extending to ∼30 Å from the
reacting moiety. It can be estimated that in the present case the
inner region of ∼10 Å provides the majority of the catalytic
effect of the charged environment. While further testing is
required to generalize this feature to other enzymes, it is worth
noting that for practical reasons electrostatic interactions are
often subject to a comparable distance cutoff in classical
molecular dynamics simulations, suggesting that the present
model is reasonable.

3.5. Catalytic Effect Rationalized by Electric Field and
Dipole Moment. One of the manipulations with the
surroundings was placing two opposite large charges at either
side of the reacting moiety. The resulting changes in the barrier
appear to be in accordance with the simplified view of the
charge distribution in the TS. For instance, when placing a
large negative charge closer to PEA and the positive
countercharge closer to LFN, the barrier is reduced, and vice
versa (see the Supporting Information, section S6). This led us
to consider the interaction between the reacting moiety and its
enzymatic surroundings by representing the former by its
dipole moment vector, and by modeling the influence of the
latter with the electric field exerted by the point charges at the
midpoint of the C···N moiety of the PEA···LFN complex
(Figure 4). The free energy of the interaction between the
dipole moment and the electric field (Gelec) and the influence
of this interaction on the barrier (ΔG‡

elec) can be evaluated
trivially (see the Supporting Information, section S3). Since
the overall dipole moment vector of the PEA···LFN complex is
not aligned with the direction of the electron flow associated
with the reaction (also denoted as “reaction axis”42), we
considered its projection onto the vector defined by the C
atom of PEA and N atom of LFN, because this appears to be
crucial for rationalizing the catalytic effect (see Figure 4).
Table 3 lists the magnitude of the dipole moment and electric
field vectors projected onto the C···N line of the reacting
moiety (x), and the corresponding free energies of their
interaction, for both R and TS.
When passing from R to TS, the dipole moment component

parallel to the reaction axis is not only significantly enlarged,

Figure 2. Distribution of the energy gap between the HOMO orbital
of PEA and LUMO orbital of LFN (as approximated from the
electron affinity) calculated for the snapshots corresponding to the
state of reactants (R) and the transition state (TS), with point charges
representing the enzyme switched on or off. Average values of the
HOMO−LUMO gap are displayed as vertical gray bars, with averages
(AV) and standard error of the mean (SEM) also given numerically.

Figure 3. Energy barrier (with error bars representing 95% confidence
interval (CI)) as a function of the size (radius) of the spherical
domain of the included charged environment. Note that the “full
enzyme” notation corresponds to a model with a radius of
approximately 30 Å.
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but also switches its direction, rendering interaction with the
electric field from repulsive to attractive. In turn, the
corresponding component of the electric field enlarges by
about one-third in the TS. Consequently, while R is
destabilized due to electrostatic interactions by 4.02 kcal/
mol, TS is stabilized by 13.21 kcal/mol, yielding the barrier
lowering estimate (ΔG‡

elec(x)) of 17.23 kcal/mol. The
agreement with the DFT-computed barrier lowering of 14.22
kcal/mol (section 3.1) can be declared as very reasonable,
given the fact that the dipole−electric field model disregards
the size of the reacting moiety, mapping all its charge
distribution to the corresponding dipole moment vector
component. In addition, the C···N midpoint as the probing
point for the electric field has been chosen arbitrarily, but the
electric field exerted by the enzyme varies in space.
Nevertheless, the good qualitative match in the barrier
lowering between the two approaches suggests that the
presently introduced model is reasonable, confirming that
electrostatics represents an important source of the catalytic
function of MAO A.
The treatment based on the projection of the net dipole

moment of the PEA···LFN complex onto the C···N line has
been augmented by approximating the dipole moment with a
trivial two-point expression using NBO charges (derived from
the DFT density) of the aforementioned C and N atoms,
yielding ΔG‡

elec(x) of −12.65 kcal/mol (Supporting Informa-
tion, section S9). Such variations between the models can be
expected given the undertaken approximations, suggesting that
their agreement is reasonable, thereby validating the presently
used treatments.

The use of projected dipole moments also allows for the
assessment of the component of the dipole moment
perpendicular to the presumed electron flow. In contrast to
the parallel component, the use of the perpendicular
component yields a ΔG‡

elec(y) value of −2.74 kcal/mol, i.e.,
a nearly order of magnitude smaller (but still catalytic)
contribution (see the Supporting Information, section S8).
This clearly indicates that the direction of the electron flow is
crucial for the assessment of enzyme catalysis, thereby
supporting the standpoint presented in previous related
studies.36,37,42

The enhanced electrostatic stabilization of the TS implies
that the environment is capable of adapting to the increasingly
polar reacting moiety. This was examined by computing the
barrier by embedding the reacting moiety into the point charge
surroundings improperly, i.e., by combining the reacting
moiety in the state of reactants with the surroundings
corresponding to the transition state, and/or vice versa (see
the Supporting Information, section S7). In all such cases, the
barrier increases noticeably, giving evidence that fluctuations of
the structure of the enzyme facilitate enhanced stabilization of
the TS (as compared to R), making it possible to substantially
reduce the reaction barrier.

3.6. Influence of Electrostatics Analyzed by Residue.
Since the electric field exerted by the charged surroundings can
be broken down to contributions of individual residues and
water molecules, the same can be done for the corresponding
barrier change (ΔG‡

elec). The list of ΔG‡
elec of all residues is

given in the Supporting Information (section S10) and
displayed in Figure 5 as a function of the distance from the

reacting moiety. For the entire solvated protein ΔG‡
elec

amounts to −17.23 kcal/mol (Table 3), of which protein
residues contribute −12.37 kcal/mol while water molecules
provide about 60% smaller contribution, −4.86 kcal/mol. Both
contributions are catalytic.

Figure 4. Vectors of the dipole moment (green) and the electric field
(red) exerted by the enzyme at the C···N midpoint of the reacting
moiety, in the state of reactants and in the transition state. Bold
arrows represent the projection of both vectors onto the C···N line
(“reaction axis”), marked with x. The corresponding interaction free
energy is displayed in blue both for R and for TS.

Table 3. Magnitude of Dipole Moment of the PEA···LFN
Reacting Moiety and Electric Field Exerted by the Enzyme’s
Point Charges on the Reacting Moiety in the State of
Reactants (R) and in the Transition State (TS)a

R TS

dipole moment [D] 1.86 −4.57
electric field [MV/cm] −45.03 −60.22
Gelec(x) [kcal/mol] 4.02 −13.21
ΔG‡

elec(x) [kcal/mol] −17.23
aBoth the dipole moment and the electric field vector are projected
onto the C···N line of the reacting moiety (see Figure 4). Values are
averaged over 100 corresponding snapshots. The average free energy
of interaction between the dipole moment and the electric field (Gelec)
is also listed. The difference in this quantity between TS and R
(ΔG‡

elec) represents the barrier change due to electrostatic
interactions along the direction of the electron flow (x).

Figure 5. Contribution to the barrier change (ΔG‡
elec(x); see Table

S4) calculated for individual MAO A residues (neutral residues,
purple symbols; charged residues, red symbols) and water molecules
(green symbols) on the basis of interaction between the dipole
moment of the reacting moiety and the electric field exerted by the
corresponding residue or water molecule, as a function of the average
distance from the reacting moiety. Note that a negative value of
ΔG‡

elec(x) represents catalytic effect, and vice versa for a positive
value. Contributions of selected residues are marked with the residue
name and number.
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Slightly less than one-tenth of protein residues have a sizable
contribution (at least ±0.4 kcal/mol), and the contribution of
these residues to ΔG‡

elec reaches about 75% of the total
contribution of the residues. Most of the charged residues
present in the enzyme fall into this group. A significant
majority of the residues have only little electrostatic influence,
and their net effect is small, but still catalytic (−2.96 kcal/mol).
As expected, the contribution of an individual residue is in

general larger when a residue is charged and/or located close
to the reacting moiety. As a general rule, the contribution
diminishes with the increasing distance from the active site, but
the decrease is considerably less pronounced with the charged
residues, which is in agreement with the long-range nature of
electrostatics. The largest contributions to the changed barrier
assume values between ±1.5 and ±2.5 kcal/mol, which is
about 10% of the total effect. Among residues with the largest
contributions most are of catalytic nature (negative
ΔG‡

elec(x)), for instance Gly67, Arg47, Lys218, Tyr407, and
Asn181, whereas anticatalytic ones such as Asp64 are fewer in
number (Figure 5). In agreement with earlier studies, residues
of the “aromatic cage” (Tyr407 and Tyr444) with a presumed
role in substrate binding and catalysis88 exhibit a sizable
catalytic effect.
In contrast to protein residues, most of the water molecules

provide vanishingly small contributions to the changed barrier,
especially if they are farther from the active site than ∼13 Å.
However, few water molecules in the active site exhibit
substantial electrostatic influence. The water molecule located
closest to the reacting moiety (HOH534, Figure 6) provides a

contribution of −2.60 kcal/mol, exceeding almost all individual
contributions of protein residues and amounting to more than
half of the net effect of all water molecules. Given that this
water molecule remains in the close vicinity of the reacting
moiety for at least 100 ns, it can essentially be regarded as part
of the active site; similar holds for a few other water molecules
in or near the active site. In contrast to water molecules, the
contribution of protein residues to ΔG‡

elec diminishes at a
significantly slower pace; however, beyond ∼25 Å the residues
have almost no influence on this quantity.
The analysis of residue contributions to ΔG‡

elec(x) suggests
that the catalytic effect of the charged enzymatic environment
of MAO A is very complex and cannot be attributed to just a
few selected residues. Not surprisingly, the majority of

electrostatic influence originates from ∼10% of the residues
which are either polar or charged or located close to the active
site. Besides that, the catalytic effect includes a noticeable
contribution of a few water molecules present at or near the
active site.

4. CONCLUSIONS
We investigated the role of electrostatic interactions in the
catalytic function of the MAO A enzyme, by using a simple and
affordable yet efficient approach based on embedding the
reacting moiety, treated by conventional quantum chemistry
protocols, into the enzymatic environment represented by
atomic point charges. The structures subject to this approach
were extracted from our previous classical simulation of a
typical reaction catalyzed by MAO A, namely phenylethyl-
amine oxidation.
We found that the enzymatic environment substantially

lowers the reaction barrier, enhances charge transfer during the
reaction, decreases the HOMO−LUMO gap, and increases the
polarization of the reacting moiety. At the same time, the
electric field exerted by the enzyme in the transition state is
significantly larger and better aligned with the dipole moment
than in the state of reactants. Consequently, the transition state
is stabilized to a larger extent than the state of reactants, and
the barrier is reduced. This has been verified by the simplified
but established approach based on the free energy of
interaction between the dipole moment and electric field
vectors projected onto the line defined by the C···N atoms of
the reacting moiety, which is a presumed direction of the
electron flow during the reaction;36,37 the estimated barrier
lowering of ∼17 kcal/mol is in good qualitative agreement
with the lowering of ∼14 kcal/mol obtained by the present
treatment (∼11 kcal/mol when using the aqueous reference
state).
The present results unequivocally support the importance of

electrostatics in reactions catalyzed by MAO A. The estimated
magnitude of barrier lowering suggests that the contribution of
electrostatics is not only significant, but rather essential for
catalysis. While extension of the present approach to a diverse
array of enzymes, their substrates, and reactions is required to
generalize this statement, the present findings on MAO A are
in full agreement with the hypothesis that enzyme catalysis
derives from preorganized electrostatics;5,16,29,30,76 i.e., en-
zymes are evolutionarily designed in such a way that they, by
electrostatic interactions, provide a more substantial stabiliza-
tion of the transition state relative to the state of reactants,
which is reflected in the lowering of the free energy barrier and
in the significantly increased reaction rates. The reasonably
explained catalytic effect of the MAO A enzyme through the
concept of electrostatics suggests possible extensions of the
present approach and its application to the recently proposed
computationally driven design of improved enzymes based on
the electric field.36,37,44 However, it should be noted that, as
demonstrated previously, electric field in an enzyme is not
necessarily optimized for the catalyzed reaction, but rather for
the entire catalytic cycle of the enzyme.42,53 Still, the
paramount role of electrostatics in enzymes is sustained in
such cases.
The role electrostatic forces play in enzymes has also been

investigated by experimental probing of electric fields in active
sites by using Stark vibrational spectroscopy.89−91 The electric
field values calculated in this study are reasonably similar to the
values experimentally obtained for ketosteroid isomerase

Figure 6. Active site of MAO A with reacting phenylethylamine
(PEA) and lumiflavin (LFN) moiety shown in shaded yellow,
together with selected residues exhibiting largest (catalytic or
anticatalytic) influence on the reaction barrier, with their actual
contributions to the barrier indicated.
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(KSI).49 The magnitude of the electric field at the active site of
wild-type KSI was found to be −144 ± 6 MV/cm, which is
roughly twice as large as the calculated values for MAO A in
the present study.
It should be noted that the present approach is not capable

of elucidating the potential role of dynamical effects, which
constitute another popular hypothesis of the origin of catalysis
in enzymes, as proposed by various authors. Investigation of
nonequilibrium dynamical effects, i.e., motions within the
enzyme facilitating the crossing of the barrier while disobeying
Boltzmann statistics, is clearly beyond the reach of the present
treatment. Therefore, while supporting the concept of
electrostatics, the present study gives no evidence either in
favor of or against the dynamical effects in enzymes.
The major advantage of the present approach is that it

facilitates studies of the effects of polar/charged environment
on the reacting moiety directly at the electronic structure level,
since for the electronic wave function this approach is exact.
Additionally, the treatment allows for computationally
inexpensive but interpretation-rich manipulations with the
environment, such as switching the charges off, cutting them
off by distance, scaling them, etc.
A few caveats should also be stressed. The herewith reported

approach is in essence a reduced version of the electrostatic
embedding method in traditional QM/MM techniques, hence
lacking dispersion effects on the barrier. In addition, the
present treatment does not fully account for the barrier and its
lowering on the free energy scale. While thermal averaging has
been considered by taking several snapshots representative of
reactants and of the transition state, entropy effects have not
been entirely included. The omission of entropic effects
originating from the system as a whole may be particularly
critical when considering contributions of individual residues
to catalysis. Therefore, we prefer to denote the barrier as
potential energy (ΔE‡) rather than as free energy, but this is a
debatable choice. We made an exception in our notation for
the interaction between the dipole moment and the electric
field (Gelec) for which we used the free energy notation, mainly
because it has been used previously in that form; however,
similar limitations also apply for this variable.
Another potential source of uncertainty is the limited quality

of sampling of the phase space related to the reaction, as
presently reflected in the snapshots. Sampling of the phase
space of enzymatic reactions poses a long-standing problem,54

because the chemical coordinate and the enzyme’s degrees of
freedom are coupled. Consequently, substantial torsional
displacements of the side chains and large-amplitude
fluctuations of the tertiary structure of the protein may have
considerable impacts on the catalytic effect, but the time scale
at which these fluctuations occur often prevents them from
being sampled adequately. For the simulation of the presently
studied reaction60 it was necessary to restrain torsional
flexibility of the reacting moiety in order to obtain smooth
free energy profiles at the simulation time scale of up to tens of
nanoseconds.92 A more flexible model would require
significantly longer simulations (possibly microseconds or
longer) and would be prohibitively expensive.
A challenge for future work is to generalize the findings

about the important role of electrostatics in the catalytic
function of MAO A to other enzymes, requiring broad
investigation of different enzymes and their reactions.
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