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ABSTRACT
Digital twins are becoming ever more important in smart
specialisation of factories of the future. Transition from
using current state in industry to using digital twins is a
big step. We propose an initial step to upgrade simulations
to digital twins to enhance the productivity even further.
The multi-objective optimisation approach is important in
achieving high efficiency of production scheduling. The goal
of the optimisation is to find a production schedule that
satisfies different, contradictory production constraints. We
take a simulation tool that was used by a memetic version
of the Indicator-Based Evolutionary Algorithm with cus-
tomized reproduction operators and local search procedures
to find a set of feasible, non-dominated solutions and anal-
yse the required steps to achieve a digital twin. We show
that with a multi-objective approach that is able to find
high-quality solutions and flexibility of many “equal” solu-
tions, the digital twin becomes a powerful tool for a decision
maker.
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1. INTRODUCTION
Since production scheduling is important for smart special-
isation goals in factories of the future, we decided to take
relevant results from [4], and apply them to see the impact
of digital twins. A digital twin is a digital copy of physical
world (physical twin) in form of processes and systems. It
provides both, the elements and dynamics of the real-word,
so one can simulate and predict the future events with an
up-to-date model, which is relevant for a decision maker.

In [4] we applied the multi-objective approach that uses spe-
cific local search procedures to the problem of production
scheduling. As the basic algorithm we used the Indicator-
Based Evolutionary Algorithm (IBEA) [8]. We decided to
use the IBEA because it was shown that it can substantially
outperform results generated by other multi-objective algo-
rithms, such as the improved Strength Pareto Evolutionary
Algorithm [9] and NSGA-II [2], in terms of different per-
formance measures [8]. Due to the addition of local search
procedures, we called our approach the Memetic Indicator-
Based Evolutionary Algorithm (M-IBEA). As such it repre-
sents a synergy of the multi-objective evolutionary approach
with separate, individual, learning or local improvement pro-
cedures (local searches).

If the approach would be left as is, it would be considered
only as multi-objective approach using a simulation tool to
find an approximation set of non-dominated solutions. But
since it can be introduced into the actual production, mean-
ing that the current information of the state of production,
with regard to standing orders and orders which have al-
ready been processed so far, we can consider such an en-
hanced simulation model to be a digital twin of the produc-
tion. With it, we could not only simulate theoretical future
capacities, but also include actual production and its daily
specifics to predict future events with higher accuracy.

The rest of the paper is organized as follows: in Section 2,
we briefly describe the production scheduling problem; in
Section 3, we introduce required changes to create a digi-
tal twin; in Section 4, we present the main idea of Memetic
IBEA; in Section 5, we present the experimental environ-
ment and the results of the evaluation with the real-world
data; in Section 6, we present the usability study; and in
Section 7, we draw conclusions and propose possible future
work.

2. PRODUCTION SCHEDULING
PROBLEM

The scheduling problem was introduced for a company that
produces components for domestic appliances, including hot
plates, thermostats and heating elements. The fabrication
process for components used in different types of plates is
similar, but due to clients’ demands the models differ in size
(height, diameter), connector type, and power characteris-
tics (wattage). For logistic reasons, the clients group dif-
ferent models of plates within the same order, implying the
same due-dates for different products. As a consequence,
their production must be scheduled very carefully to fulfil
all the demands (quantities and due-dates), to maintain the
specified amounts of different models in stock, to optimally
occupy their workers, and to make efficient use of all the
production lines. The assignment of due-dates is usually
performed separately and before the production scheduling,
but since there are strong interactions between the two tasks,
using the proposed digital twin can allow for more accurate
arrangement of due-dates. For each order, the completion
time should be as close as possible to the due-date in order
to reduce the waiting time and costs [7]. Furthermore, not
all the production lines are equal, since each of them can
produce only a few different models. A detailed formulation
of the production scheduling problem is presented in [5].
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The required inputs to such a problem are:

• Production norms that specify which products are be-
ing produced on each line and what is the changeover
time from one product to another for each specific line.

• Amount of stock for each product.

• Orders that need to be processed and their deadlines.

• Number of planned shifts.

• Number of lines.

Looking from the perspective of a simulation tool that is
able to take into account all this inputs and evaluate the
expected time of production for every order, it is a simple
simulation tool. But such a tool alone lacks the dynamics
of the real world, so it is not able to react “instantly” to the
changes in the production environment.

3. DIGITAL TWIN
For a simulation tool to become a digital twin, some capa-
bilities need to be added. Mainly, the interaction between
what is happening in the real world and the description of
the problem instance. First of all, the relevant information,
which defines the problem instance, can be gathered from
the company’s information system. This allows receiving
up-to-date information about new orders, the current stock,
and amount of products that were produced so far in the
day. With the way production companies are working, usu-
ally this needs to be done only once a day, since production
plans do not change for the current day (actually they are
fixed for up to several days in advance), due to the require-
ments of having the required materials for producing orders
at hand. The main reason for this is that an additional re-
quirement is also to have the stock of materials at the factory
as small as possible. We must be aware that any unneces-
sary stock is actually an expense that every company would
like to reduce or even remove.

The simulation tool only takes into account the technical
data provided by the company with regard to the above men-
tioned required inputs. Though any changes in production
can be “detected” by the simulator through changes in in-
puts (e.g., how many products were actually produced), this
does not provide a good baseline for predicting future pro-
duction with inclusion of predicting maintenance. For pre-
diction maintenance to be included in the digital twin a ma-
chine learning techniques should be used to estimate/model
any informalities that happen, but are not included in pro-
duction norms (e.g., failures on lines). All this is based on
previous experiences and requires to gather lots of data, so
the machine learning algorithm is able to be trained to de-
tect abnormal, correlated patterns in production, which will
lead to better predicting future production and provide in-
sight into preventing maintenance, which will lead to further
reducing of delays on production lines due to failures by ap-
plying maintenance before a defect happens.

4. MEMETIC IBEA
The IBEA is a multi-objective version of a genetic algorithm,
where the selection process is based on quality indicators.

An indicator function assigns each Pareto-set approxima-
tion a real value that reflects its quality. The optimisation
goal becomes the identification of a Pareto-set approxima-
tion that minimizes an indicator function. The main advan-
tage of the indicator concept is that no additional diversity-
preservation mechanisms are required [1].

The detailed description of the memetic IBEA can be found
in [4], but the main idea is presented as a pseudo code in
Algorithm 1. In our implementation of the basic version, the
IBEA is used to guide the local search procedures. Since we
are dealing with a combinatorial problem, we implemented
problem-specific versions of the crossover and mutation op-
erators. Additionally, we added different local search proce-
dures to enhance the efficiency of the algorithm.

Algorithm 1 Memetic IBEA

1: SetInitialPopulation(P )
2: Evaluate(P )
3: while not EndingCondition() do
4: P ′ = MatingSelection(P )
5: Crossover(P ′, pc)
6: Mutation(P ′, pm)
7: Evaluate(P ′)
8: LocalSearch(P ′)
9: P = CalculateFitness(P ∪ P ′)

10: P = RemoveWorse(P )
11: end while

Compared to the basic version of the algorithm, the main
difference is in the procedure LocalSearch(P ′). Here, not
only one but many problem specific local search procedures
are applied [4].

Such a version of the algorithm is suitable for running a sim-
ulation based approach, but it lacks the required dynamicity
to actively adapt to changes in the production environment.
Two things need to change, first, the changes in the pro-
duction environment should be transferred to the algorithm
solution space, and second, the algorithm should be able to
detect and adapt to such changes. Since the production is
not a living system that changes every second and requires
immediate changes (as mentioned above, the production is
fixed for several days in advance) this is not a crucial aspect,
since this changes could be applied to the algorithm on a
daily basis. But from the point of view of acquiring new or-
ders and providing potential deadlines to the customers, this
is another matter. By providing a more dynamic system, a
product sales person could easily insert a new potential or-
der and determine what would be the most efficient and safe
deadline to be offered to the customer. And if a customer re-
quires an earlier deadline, which could force other orders to
be put in jeopardy of missing the deadline, it allows a prod-
uct sales person to better estimate the required higher price
for covering the costs ocured from delays of other orders.
The use of machine learning would also cover the irregular-
ities that happen in production.

5. CASE STUDY
5.1 Test cases
The algorithm was tested on two real order lists from the
production company. Task 1 consisted of n = 470 orders
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Table 1: Comparison of the BF (12 threads) and
M-IBEA approach (1 thread).

Evaluations Time Pareto
n BF M-IBEA BF M-IBEA matching

7 3.94 · 108 3.5 · 104 22 s 17 s 4/4
8 1.58 · 1010 5 · 105 15 min 33 s 5/5
9 7.09 · 1011 5 · 106 11 h 5 min 15/15

for 189 different products and Task 2 consisted of n = 393
orders for 175 different products. The number of orders n
represents the problem dimension, with m = 5 representing
the number of available production lines.

To mimic the digital twin which is being updated with in-
formation once a day (after the end of the daily production)
we ran a task overnight and looked at the results. In this
time, the algorithm made about 300 million evaluations, so
this was set as our stopping criterion for future tests. A
lexicographic evaluation [6] was used for presenting multi-
objective solutions. In the simulation evaluation, the num-
ber of delayed orders (norders) was set as the most impor-
tant objective, followed by the required number of workers
(nworkers), the sum of delayed days for all the delayed or-
ders (ndays), and the sum of the change-over downtime in
minutes (tchange). This order was set according to the most
common objective hierarchy.

5.2 Evaluating the approach
To make sure that our proposed M-IBEA was working well,
we ran a brute-force (BF) approach where all the possible
solutions were evaluated for n < 10 orders and the optimal
Pareto front was constructed for each of them. Table 1 shows
a comparison of the number of problem evaluations, the ex-
ecution time, and the matching of the Pareto front obtained
for n = 7, 8, 9. We did not include smaller n values, since
in all cases a sub-one-second time was needed with perfect
Pareto matching. From the obtained results it is clear that
with more than nine orders, the complexity increases well
beyond an acceptable time (approximately two months) to
calculate all the solutions. Also, in all cases we were able
to acquire the same Pareto front using the BF and M-IBEA
approaches. When considering times, one must take into
consideration that the BF was ran multithreaded with 12
threads fully utilized, while the M-IBEA approach was sin-
gle threaded. The perfect Pareto-front matching is unsur-
prising, since the IBEA already proved to be one of the best
algorithms for solving multi-objective problems with more
than three objectives [3], which was also the main reason
that we selected the IBEA as our base algorithm.

5.3 Results
In [5], we optimized only according to the number of orders.
To show that the multi-objective approach presented in [4]
is a better alternative, we compared the results with regard
to the best result from the single-objective to the multi-
objective approach. The results showed that the single-
objective solution primarily concentrated on the number
of orders, while it neglected other objectives. But this is
not a surprise, as multi-objective solutions were able to find
equally good solutions with regard to the number of orders
and significantly better for other objectives, compared to

Table 2: Results of optimisation for Task 1.

Statistics norders nworkers tchange ndays

Pareto min 18 631 353 127
Pareto max 88 823 867 681

Single-objective 18 767 714 156

Table 3: Results of optimisation for Task 2.

Statistics norders nworkers tchange ndays

Pareto min 16 538 355 59
Pareto max 50 778 433 330

Single-objective 15 702 443 155

single-objective solution. Though we used the same num-
ber of evaluations, this single-objective solution does not
stand out with respect to any objective – quite the oppo-
site is the case. This can also be observed from Table 2,
where the single-objective solution returns an average qual-
ity solution on all the objectives except norders. The results
are summarised in Tables 2 and 3, where the width of the
Pareto approximation front is denoted with “Pareto min”
and “Pareto max”.

From the results we can conclude that using the Pareto-front
approach gives us an expected greater versatility in choosing
a good solution, while at the same time we are not sacrificing
one, likely the most important, objective. The only impor-
tant drawback is that multi-objective approaches need many
more evaluations than single-objective approaches. So, if we
do not have time to carry out enough evaluations, then the
single-objective approach is the only way.

6. USABILITY OF MULTI-OBJECTIVE
SOLUTIONS

The multi-objective approach provides a set of feasible so-
lutions, offering the possibility to select the final schedule
based on the specific decision maker needs. Since none of
the given solutions dominates the other solutions, all of them
are acceptable. Based on the current conditions, and accord-
ing to the proposed set of solutions, a decision maker can
give more weight to some of the decision criteria. For this
an intuitive representation of the resulting solutions inside
the GUI of the Planer application was provided, which is
presented in Figure 1.

After the M-IBEA algorithm found the set of non-dominated
solutions, they are presented in the Planer application. In
the upper-right section there is a list of all the non-dominated
solutions. In general, there might be up to several hundred
possible solutions.

However, some of the criteria can be set tighter according
to the resulting range of each criterion, and according to the
current business conditions. In the specific example shown
in Figure 1, the initial set consisted of 518 solutions. The de-
cision maker put the first objective into the range from 16 to
17 out of 50, which in consequence moved the sliders of the
second objective from 697 to 738, the third objective from
405 to 415, and the fourth objective from 60 to 111. So ir-
regardless of which slider is moved, the ranges move accord-
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Figure 1: The graphical user interface.

ingly to the possible solutions of other objectives. Simulta-
neously, the list of possible solutions is updated to reflect the
current setting of the objectives’ ranges. In the above ex-
ample, the list narrowed down to 14 solutions. From them,
the decision maker can select one solution which best fulfils
the current demands. The visual representation consists of
all the relevant data, i.e., the production lines’ load, the or-
der types’ distribution, and change-over downtime lengths,
which are necessary to make the final decision. If the visual
representation of the solution is accepted, it becomes the
production schedule. By determining (using sliders), which
objective is the most important in the current situation and
to what extent, we automatically determine which part of
Pareto front is important and at the same time disregard all
the solutions from the Pareto front, which do not fulfil the
selected conditions. This way we are able to freely move the
useful part of the Pareto front by moving sliders.

7. CONCLUSION AND FUTURE WORK
We presented what steps would be needed to make a memetic,
multi-objective approach that used a simulation tool to asses
some real-world test cases of a production scheduling prob-
lem a more dynamic system by upgrading a simulation tool
to a digital twin. From the perspective of the algorithm not
many changes would be required, since with a restart proce-
dure being already implemented any changes in the problem
description could be“inserted”into the problem solving part.

On the other hand, more substantial changes are required
within the simulation tool. Primarily, how required inputs
are being automatised (gathering data directly from the
company’s system). Additionally, an inclusion of some ma-
chine learning algorithm, that would be able to detect and
predict failures on production lines, is foreseen for better
longterm estimation of production.

For future work, we are planning to implement the pro-
posed changes, which will enable for more real-life scenarios
(including uncertainties-based worst-case scenarios), while
currently only “ideal” solutions are provided, which are of-

ten not realistic.
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