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\textbf{Abstract}

Effective robot programming by demonstration requires the availability of multiple demonstrations to learn about all relevant aspects of the demonstrated skill or task. Typically, a human teacher must demonstrate several variants of the desired task to generate a sufficient amount of data to reliably learn it. Here a problem often arises that there is a large variability in the speed of execution across human demonstrations. This can cause problems when multiple demonstrations are compared to extract the relevant information for learning. In this paper we propose an extension of dynamic movement primitives called \textit{arc-length dynamic movement primitives}, where spatial and temporal components of motion are well separated. We show theoretically and experimentally that the proposed representation can be effectively applied for robot skill learning and action recognition even when there are large variations in the speed of demonstrated movements.
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1. Introduction

A powerful movement representation is essential for a successful implementation of robot learning and action recognition algorithms. In recent years nonlinear dynamic systems have become widely used in robotics due to the many benefits they offer: ability to represent both point-to-point and periodic movements, easy computation of open parameters for accurate trajectory representation, ability to incorporate coupling terms for interaction with the environment, robustness against perturbations, ease of modulation of control parameters, etc. [1]. Dynamic movement primitives (DMPs) developed by Ijspeert et al. [2, 1] were the first variant of nonlinear dynamic systems, i.e. systems of nonlinear differential equations, proposed for robot trajectory representation and control. A number of methodologies based on DMPs have been proposed in the literature since then, e.g. methods for learning from multiple demonstrations [3, 4, 5], reinforcement learning [6, 7], synchronization of dual-arm behaviors [8, 9], Cartesian space movement generation [10, 11], human-robot interaction [12], adaptation to new start and goal constraints [13], etc.

While it is possible to compute the appropriate DMPs on the fly when the training data comprises multiple demonstrations [14], there exist also other types of dynamic systems that can represent multiple variants of the desired behaviour within a single equation system: dynamic systems with Gaussian mixture models [15, 16, 17] and probabilistic movement primitives [18, 19]. These representations require more data for learning and are computationally more expensive than one-shot learning of DMPs, but they can represent variants of a given movement skill
within the same dynamical system. In this paper we focus on how to deal with speed variability within the DMP framework, but our approach is applicable also to other movement representation schemes based on dynamic systems.

The issue of how to time-align multiple human movements has been addressed in the recent work on interaction primitives [20, 19]. While initially standard dynamic time warping [21] was applied to solve the time alignment problem [20], a smooth and continuous warping function was developed in [19] to enhance the performance of the approach. In another work, Ewerton et al. [22] applied expectation-maximization algorithm to time-align multiple phase parameters.

The problem of time-scaling of robot movements has been addressed also in our research [23, 24]. The main idea of our work was to introduce additional parameters to nonlinearly scale the DMP equations, which results in speeding up or slowing down the movement represented by a DMP. We showed how reinforcement learning and iterative learning control can be used to compute the optimal scaling parameters for tasks that involve complex liquid dynamics, e.g. carrying glass filled with liquid, pouring, etc. In this paper we further advance the scaling of dynamic movement primitives and develop a new representation that effectively separates the temporal and spatial aspects of motion. This is achieved by formulating the DMP equations as derivatives of arc-length (natural parameter) instead of time. The speed of movement, which carries information about timing, is encoded separately. The resulting representation is called arc-length dynamic movement primitive (AL-DMP). Unlike in [20, 22, 19], where the issue of variability in the speed of execution of human demonstrations was addressed by explicitly estimating the optimal time alignment, this is not necessary in our approach because spatial and temporal aspects of motion are well separated in AL-
DMPs. Thus learning of the spatial course of movement can be made independent of timing issues.

In the following we first explain how time and space can be separated in dynamic movement primitives, which leads to the concept of arc-length dynamic movement primitives. Next we show how arc-length dynamic movement primitives can be used for trajectory representation, robot control, action recognition, and skill learning from multiple demonstrations. The paper concludes with a discussion of issues arising in the applications of AL-DMPs.

2. Arc-length dynamic movement primitives

A point-to-point motion $\mathbf{y}(t) \in \mathbb{R}^d$ of a robot with $d$ degrees of freedom can be specified by a second-order system of nonlinear differential equations [1]

$$
\tau \ddot{\mathbf{z}} = \alpha_z (\beta_z (\mathbf{g} - \mathbf{y}) - \mathbf{z}) + \mathbf{F}(x),
$$

(1)

$$
\tau \dot{\mathbf{y}} = \mathbf{z},
$$

(2)

where $\mathbf{z} \in \mathbb{R}^d$ is equal to the scaled velocity of motion, $\mathbf{g} \in \mathbb{R}^d$ is the final value of $\mathbf{y}$ on the trajectory, $\mathbf{F}$ is a nonlinear forcing term, and $x \in \mathbb{R}$ is the phase variable defined as

$$
\tau \dot{x} = -\alpha_x x.
$$

(3)

Phase $x$ has been introduced to avoid explicit time dependency. It is fully defined by setting $\alpha_x > 0$ and $x(0) = 1$. Eq. system (1) – (3) constitutes a dynamic movement primitive (DMP). By properly selecting constants $\tau, \alpha_z, \beta_z \in \mathbb{R}$, e.g. $\tau > 0$ and $\alpha_z = 4\beta_z$, the linear part of equation system (1) – (2) becomes critically damped and $\mathbf{y}, \mathbf{z}$ monotonically converge to a unique attractor point at $\mathbf{y} = \mathbf{g}$,
The forcing term $\mathbf{F}(x)$ is usually defined by a linear combination of radial basis functions

$$
\mathbf{F}(x) = \text{diag}(\mathbf{g} - \mathbf{y}^0) \left( \sum_{i=1}^{N} \mathbf{w}_i \Psi_i(x) \right) \Psi_i(x) = \exp \left( -h_i (x - c_i)^2 \right), \quad (4)
$$

where $c_i$ are the centers of Gaussians distributed along the phase of the movement, $h_i$ their widths, and $\text{diag}(\mathbf{g} - \mathbf{y}^0) \in \mathbb{R}^{d \times d}$ denotes a diagonal matrix with components of vector $\mathbf{g} - \mathbf{y}^0$ on the diagonal. The role of $\mathbf{F}$ is to adapt the dynamics of (1) – (2) to the desired trajectory, thus enabling the system to reproduce any smooth movement from the initial position $\mathbf{y}^0 \in \mathbb{R}^d$ to the final configuration $\mathbf{g}$. This can be accomplished by computing the free parameters $\mathbf{w}_i \in \mathbb{R}^d$ so that the desired behavior is achieved.

The DMP representation introduced above has been shown to possess many advantageous properties for robot trajectory generation and control [1] because DMPs can be learnt, modulated, and are robust against perturbations. While DMPs can be used also to compare movements between each other, e.g. in action classification tasks, this can be quite problematic because Eqs. (1) – (3) contain time derivatives. Since time derivatives are dependent both on speed and shape of movement, they cannot separate spatial and temporal aspects of motion. Thus even if the motion changes only in speed, it is not possible to determine that the spatial course of movement remained the same if DMPs are used to represent the movements. In the following we therefore propose a new representation that enables separation of spatial and temporal components of motion.

For this purpose we borrowed an idea from differential geometry of curves [25], where the parametrization with arc-length, i.e. the spatial length of a curve, has turned out to be useful. The arc-length of a time-parametrized trajectory $\mathbf{y}(t)$
is defined as \[ s(t) = \int_0^t \|\dot{y}(u)\|\,du. \] (5)

Thus the spatial length \( L \) of the complete trajectory \( y(t) \) on time interval \([0, T]\) can be calculated as follows

\[ L = \int_0^T \|\dot{y}(t)\|\,dt, \] (6)

where \( T \) is the duration. Related to arc-length is the speed of movement, which is given as the time derivative of \( s \)

\[ \dot{s}(t) = \|\dot{y}(t)\|. \] (7)

Trajectories with speed greater than zero, i.e. \( \dot{s} > 0 \), are called regular curves and can be parametrized by arc-length \[25\]. If this condition is not fulfilled, then the trajectory needs to be segmented into constituent parts with nonzero speed, except possibly at the two end points. The basic idea of our approach is to parametrize the spatial course of movement with arc-length parameter \( s \) instead of time. As shown in \[25\], the arc-length parametrized curve \( y(s) \) has unit speed, i.e.

\[ \|y'(s)\| = \left\| \frac{dy}{ds} \right\| = 1. \] (8)

Hence \( \int_0^s \|y'(s)\|\,ds = \int_0^s ds = s \). Here and in the following we denote the derivative with respect to arc-length by \( ' \).

To obtain a speed-independent parametrization of the trajectory, we thus express Eqs. (1) – (3) with respect to arc-length instead of time. We obtain the following dynamical system:

\[ Lz' = \alpha_z(\beta_z(\mathbf{g} - \mathbf{y}) - \mathbf{z}) + \mathbf{F}(x), \] (9)

\[ Ly' = \mathbf{z}, \] (10)

\[ L\mathbf{x}' = -\alpha_x \mathbf{x}, \] (11)
where all derivatives are now taken with respect to arc-length instead of time. The time constant $\tau$, which is used in standard DMPs to speed-up or slow-down the movement during its execution by the robot, was replaced by arc length $L > 0$, which can be calculated by integration (6). We denote this new representation as *arc-length dynamic movement primitive*, or with an acronym AL-DMP. As illustrated in Figure 1, an AL-DMP effectively separates the spatial and temporal component of motion. Given the initial condition $x(0) = 1$, Eq. (11) can be solved analytically

$$x(s) = \exp \left( -\alpha \frac{s}{L} \right).$$

(12)

Thus regardless of the length $L$ of the trajectory, the phase is always defined on the

Figure 1: Trajectory representation with AL-DMPs. Left: trajectories of movement of a robot with two degrees of freedom, executed at two different speeds. The result are spatially identical but temporally different movements. The faster movement was generated by nonlinear scaling of the slower movement (its speed was multiplied by a factor of $2(t + 1)e^{(t+1)^2-2}$, $t \in [0, T]$, $T = 0.5345$, $T$ is the duration of the faster movement). The consequence of nonlinear scaling is that the spatial parameters $w$ in the DMP forcing term change. Middle: the reproduction of the spatial course of movement by AL-DMP. Since arc-length derivatives are independent of speed, in AL-DMP the weights $w$ do not change and consequently the spatial courses of the two movements are identical. Right: Speed $\dot{s}$ of both movements as a function of normalized arc-length, i.e. $s/L$. As shown in the graph, the speed change is nonlinear and cannot be reproduced by linear scaling of the standard DMP, i.e. changing the parameter $\tau$. 
same interval: \( 1 \geq x \geq \exp(-\alpha s), \forall s \in [0, L] \). This is important when comparing different trajectories.

3. Estimation of arc-length dynamic movement primitives

An important feature of dynamic movement primitives is that they can be estimated from a single demonstration of the desired movement. An example demonstration of a reaching movement is shown in Fig. 2. The training data is usually specified as follows

\[
\mathcal{G} = \{y_k, t_k\}_{k=1}^{K}, y_k \in \mathbb{R}^d,
\]

where \( d \) is the number of the robot’s degrees of freedom, \( t_1 = 0, t_K = T \).

To estimate the free parameters of an AL-DMP, i.e. weights \( w_i \) associated with radial basis functions in (4), we first rewrite the equation system (9) – (10) as a single second-order system

\[
F(x) = L^2 y'' - \alpha_x (\beta_x (g - y) - Ly').
\]

For every measurement time \( t_k, k = 1, \ldots, K \), we obtain the following equation linear in \( w_i \)

\[
\sum_{i=1}^{N} \frac{\Psi_i(x_k)}{\sum_{j=1}^{N} \Psi_j(x_k)} w_i = \frac{1}{x_k} \text{diag}(g - y^0)^{-1} \left( L^2 y''_k - \alpha_x (\beta_x (g - y_k) - Ly'_k) \right),
\]

Figure 2: Teaching of humanoid reaching trajectories by kinesthetic guiding from the initial configuration (left) to the final reaching position (right).
The weights $w_i$ can be computed by solving these linear equations in a least squares sense. But for this purpose we first need to compute the derivatives $y_k' = y'(s_k)$, $y_k'' = y''(s_k)$.

This is accomplished by sampling the trajectory along arc-length $s$. Assuming that the time step is constant, i.e. $\Delta t = t_{k+1} - t_k$, $\forall k$, we can estimate the arc-length $s_k$ at every measurement time $t_k$

$$s_k = \int_0^{t_k} \| \dot{y}(t) \| dt \approx \text{Trapzd}(k),$$

where $\text{Trapzd}(k)$ denotes the trapezoidal rule for numerical quadrature [26]

$$\text{Trapzd}(k) = \begin{cases} 
\Delta t \left( \frac{1}{2} \| \dot{y}_1 \| + \sum_{n=2}^{k-1} \| \dot{y}_n \| + \frac{1}{2} \| \dot{y}_k \| \right), & k \geq 2 \\
0, & k = 1 
\end{cases}$$

The assumption of constant time steps can be relaxed by applying a different numerical quadrature formula. See [26] for the alternatives. The length of the movement is given by the integral of speed along the trajectory. It can thus be approximated by

$$L = \int_0^T \| \dot{y}(t) \| dt \approx \text{Trapzd}(K).$$

Eq. (17) requires the availability of time derivatives $\| \dot{y}_n \|$. They can be estimated using a standard numerical differentiation formula, e.g.

$$\dot{s}_n = \| \dot{y}_n \| = \frac{\| y_{n+1} - y_n \|}{\Delta t}.$$  \hspace{1cm} (19)

Given $s_k$, $k = 1, \ldots, K$, and input data $\mathcal{G}$, we can finally calculate $y_k'$ and $y_k''$ by numerical differentiation

$$y_k' = \frac{y_{k+i_k} - y_k}{s_k + i_k - s_k}, \quad y_k'' = \frac{y_{k+i_k} - y_k'}{s_k + i_k - s_k}.$$

\hspace{1cm} (20)
In practice we need to make certain that the arc-length step $\Delta s_k = s_{k+i_k} - s_k$ is large enough to ensure numerically stable calculation of derivatives (20) because unlike the time step, the arc-length step is not uniform in the sampled trajectory. This can be done by choosing $i_k$ to be the smallest index $|i_k|$ (positive or negative) so that $|s_{k+i_k} - s_k| \geq \delta$, $1 \leq k + i_k \leq K$, where $0 < \delta < L$ is a constant specifying the desired arc-length step. Otherwise the calculation of numerical derivatives can become unstable at locations with low speed. This can happen for example with point-to-point movements, which have zero speed at the beginning and the end of motion. Note, however, that except at the end points we assume that $\dot{s} > 0$, otherwise the trajectory needs to be segmented into constituent parts that from regular curves.

Now finally all the data to compute the parameters of equation system (15) has been made available. For every degree of freedom $l$, $1 \leq l \leq d$, we solve the following linear system of equations in a least squares sense

$$A b_l = f_l, \quad l = 1, \ldots, d,$$  \hspace{1cm} (21)

with

$$b_l = \begin{bmatrix} w_{1,l} \\ \vdots \\ w_{N,l} \end{bmatrix}, \quad f_l = \begin{bmatrix} f_{1,l} \\ \vdots \\ f_{K,l} \end{bmatrix}, \quad A = \begin{bmatrix} \psi_1(x_1) & \cdots & \psi_N(x_1) \\ \sum_{j=1}^{N} \psi_j(x_1) & \cdots & \sum_{j=1}^{N} \psi_j(x_1) \\ \vdots & \cdots & \vdots \\ \psi_1(x_K) & \cdots & \psi_N(x_K) \\ \sum_{j=1}^{N} \psi_j(x_K) & \cdots & \sum_{j=1}^{N} \psi_j(x_K) \end{bmatrix},$$  \hspace{1cm} (22)

and

$$f_{k,l} = \frac{1}{(g_l - y_l^0)x_k}(L^2 y_{k,l}'' - \alpha_z (\beta_z (g_l - y_{k,l}) - Ly_{k,l}')), \hspace{1cm} (23)$$

$$x_k = \exp\left(-\alpha \frac{s_k}{L}\right). \hspace{1cm} (24)$$
Here $y_i, g_i, y^0_i \in \mathbb{R}$ denote the components of $y, g, y^0 \in \mathbb{R}^d$ and $w_i = [w_i^1, \ldots, w_i^d]^T$.

For a given number $N$ of basis functions $\Psi_i$ in forcing term (4), we define their parameters using the following formulae:

$$c_i = \exp \left( -\alpha \frac{i - 1}{N - 1} \right), \quad i = 1, \ldots, N, \quad (25)$$

$$h_i = \begin{cases} 
\frac{2}{(c_{i+1} - c_i)^2}, & i = 1, \ldots, N - 1, \\
\hbar_{i-1}, & i = N.
\end{cases} \quad (26)$$

An AL-DMP does not contain information about the speed of motion, which is also needed to reproduce the demonstrated trajectory. To provide the information about speed, or equivalently, the time derivative of arc-length, we approximate $\dot{s}$ with a linear combination of radial basis functions defined as a function of phase $x$

$$\dot{s}(x) = 1 + \frac{\sum_{i=1}^{M} v_i \Psi_i(x)}{\sum_{i=1}^{M} \Psi_i(x)} x. \quad (27)$$

The number of radial basis functions $M$ for the estimation of speed is not necessarily the same as the number of basis function $N$ in the forcing term (4). The centers $c_i$ and widths $h_i$ in basis functions $\Psi_i$ are computed as in (25), (26), with $M$ replacing $N$. The time derivatives of $s$ at times $t_k$ are estimated by numerical differentiation (19). For each measurement time $t_k$, we obtain the following equations linear in $v_i$

$$\frac{\dot{s}_k - 1}{x_k} = \frac{\sum_{i=1}^{M} v_i \Psi_i(x_k)}{\sum_{i=1}^{M} \Psi_i(x_k)}, \quad k = 1, \ldots, K. \quad (28)$$

Just like (15), (28) is a standard overdetermined system of linear equations that can be solved in a least squares sense. Note that beyond the demonstrated trajectory, $\dot{s}$ as defined by Eq. (27) converges to 1 as the phase $x$ tends to zero. This property ensures the convergence of AL-DMP to its desired final configuration $g$. 
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4. Trajectory reproduction and robot control with AL-DMPs

While AL-DMPs have many favourable properties for learning and recognition, they cannot be used directly for control because a robot is controlled at constant time steps, not constant arc-length steps. To construct AL-DMP integration at constant time steps, we first need to derive some relationships between time and arc-length derivatives

\[
\dot{y} = \frac{d}{dt}y(s(t)) = y'\dot{s},
\]

\[
\ddot{y} = \frac{d^2}{dt^2}y(s(t)) = y''s^2 + y'\ddot{s},
\]

\[
\dot{x} = \frac{d}{dt}x(s(t)) = x'\dot{s}.
\]

We can now express arc-length derivatives in terms of time derivatives

\[
y' = \frac{1}{\dot{s}}\dot{y},
\]

\[
y'' = \frac{1}{\dot{s}^3}(\ddot{y}s - \dot{y}\ddot{s}).
\]

From (32) – (33) and (9) - (10) we obtain

\[
z = Ly' = \frac{L}{\dot{s}}\dot{y},
\]

\[
z' = L\ddot{y} - \frac{1}{\dot{s}}L\dot{y}\ddot{s}.
\]

Using the above equations it is possible to integrate AL-DMP with a constant time step as required by standard robot controllers. The details of the integration process are explained in Algorithm 1. Note that if in this algorithm we set the speed to \(\dot{s} = 1\), which can easily be done by setting \(v_i = 0\) in (27), then \(y_i = y_i', \ z_i = z_i', \ x_i = x_i'\) and \(\Delta t = \Delta s\).
Often it is not necessary to continue integrating AL-DMP beyond the training interval, i.e. for $x < \exp(-\alpha x)$. If no movement modulations have been applied and no perturbations have occurred, then the trajectory will be completely reproduced by integration on the interval $1 \geq x \geq \exp(-\alpha x)$. A point-to-point movement should reach the desired final configuration $y = g$, $\dot{y} = 0$ at $x = \exp(-\alpha x)$, provided the phase follows Eq. (11), or equivalently, (12).

An important point to make is that regardless of what approximation we take

\begin{algorithm}
\textbf{Algorithm 1:} Euler integration of AL-DMP with a constant time step
\begin{align*}
\text{Input:} & \text{ Current AL-DMP state } y_i, z_i, x_i \\
& \text{ AL-DMP constants } L, g, \alpha_x, \alpha_z, \beta_z, \text{ robot servo rate } \Delta t \\
& \text{ parameters } N, c_i, h_i, w_i \text{ of forcing term (4)} \\
& \text{ parameters } M, c_i, h_i, v_i \text{ of speed estimate (27)} \\
\text{Output:} & \text{ Next AL-DMP state } y_{i+1}, z_{i+1}, x_{i+1}, \text{ robot velocity } \dot{y}_i \\
\text{begin} & \\
1 & \text{Compute arc-length derivatives } y'_i, z'_i, x'_i \text{ at current state } y_i, z_i, x_i \text{ using} \\
& \text{ equations (9) - (11)} \\
2 & \text{Compute speed } \dot{s}_i \text{ at current phase } x_i \text{ using approximation (27)} \\
3 & \text{Compute time derivatives } \dot{y}_i, \dot{z}_i, \dot{x}_i \text{ by respectively applying equations} \\
& (29), (36) \text{ and (31)} \\
4 & \text{Euler integration:} \\
& y_{i+1} = y_i + \dot{y}_i \Delta t \\
& z_{i+1} = z_i + \dot{z}_i \Delta t \\
& x_{i+1} = x_i + \dot{x}_i \Delta t \\
\text{end}
\end{align*}
\end{algorithm}
for $\dot{s}$, the spatial course of trajectory generated by AL-DMP will not change. This becomes clear if we rewrite Eq. (9) and (10) by respectively replacing $y'$ and $z'$ with (32) and (36). This results in AL-DMP expressed with temporal derivatives

$$L\dot{z} = \dot{s}(\alpha_{\dot{z}}(\beta_{\dot{z}}(g - y) - z) + F(x)), \quad (37)$$
$$L\dot{y} = \dot{s}z. \quad (38)$$

Phase equation (11) can also be rewritten in a time-dependent form

$$L\dot{x} = -\dot{s}\alpha_{x}x. \quad (39)$$

Since all equations are multiplied by the same scaling factor $\dot{s}$, the spatial course of movement does not change regardless of the definition of $\dot{s}$. This form of writing is related to speed-scaled dynamic movement primitives introduced in [23, 24]. However, if we want to reproduce the demonstrated trajectory both spatially and temporally, then $\dot{s}$ must be equal to the demonstrated speed of motion.

5. **Statistical skill learning with arc-length dynamic movement primitives**

Statistical learning methods can be applied for generalization of trajectories stemming from multiple demonstrations of variants of the same skill. For example, if the robot is to reach from the same initial configuration to different positions distributed on the surface of a table, the training data could consist of reaching trajectories in robot joint space, supplemented with information about 2-D final reaching positions in the Cartesian space. We obtain the following training data

$$\mathcal{G} = \{y_{n,k}; t_{n,k}; q_{n}\}_{k=1, n=1}^{K_n, NumEx}, \quad (40)$$

where $y_{n,k}$ are the measurements captured at time $t_{n,k}$, $q_{n} \in \mathbb{R}^m$ are the query points describing the aim of the task, $K_n$ is the number of measurements on the
$n$-th example trajectory, $NumEx$ is the number of example trajectories, and $m$ is the dimension of the query point. In the reaching example described above, the measurements $y_{n,k} \in \mathbb{R}^d$ would be the robot joint space configurations and $q_n \in \mathbb{R}^2$ the desired reaching positions on the table. Here $d$ is the number of the robot’s degrees of freedom.

We are interested in finding the optimal movement to accomplish the task for any query point $q \in \mathbb{R}^m$. For the above example this means that we want to compute a reaching trajectory for any reaching position on the table. We represent such a trajectory with an AL-DMP. Thus we need to estimate the following function $G$ which, given the training data $\mathcal{G}$, maps the desired query point $q$ into the parameters that define an AL-DMP:

$$G : q \mapsto [L, g^T, w^T, v^T]^T,$$

where $w = [w_1^T, \ldots, w_N^T]^T$ and $v = [v_1, \ldots, v_M]^T$.

Locally weighted regression (LWR) [27] and related approaches, e.g. [28], were created as nonparametric method that can approximate a wide range of functions and are widely used in the context of programming by demonstration. For example, in [3] LWR was applied to synthesize new trajectories based on a library of demonstrated example trajectories. Applying this approach to AL-DMPs, the weights $w$ of the forcing term can be computed by solving the following optimization problem for every dimension of $y$

$$\min_{\mathbf{b}_l} \sum_{n=1}^{NumEx} \|A\mathbf{b}_l - f_{n,l}\|^2 K(d(q, q_n)), \ l = 1, \ldots, d,$$

where $\mathbf{b}_l$ contains the parameters of the forcing term for $l$-th dimension. $A$ and $f_{n,l}$ are defined as in (22), with $f_{n,l}$ changing across the training trajectories. K
is the weighting kernel that should put more emphasis on the data associated with queries \( q_n \) closer to the current query \( q \). \( d \) is the metrics measuring the distance between the queries. Euclidean distance was used in the examples in this paper, but other choices are possible. We selected the tricube kernel \( K \) [27] for weighting

\[
K(d) = \begin{cases} 
(1 - |d/h|^3)^3 & \text{if } |d/h| < 1 \\ 0 & \text{otherwise}
\end{cases},
\]

where \( h \) is the scaling factor that influences the range on which \( K(d) > 0 \). The tricube kernel has finite support and continuous first and second derivatives. Thus, the first two derivatives of the generalization function \( G_{\varphi q} \) are also continuous. The computational complexity of the optimization problem (42) is reduced through this choice of \( K \) because \( K \) vanishes for query points \( q_n \) that are far from \( q \) and therefore do not influence \( G_{\varphi q} \). This makes the system matrix associated with objective function (42) banded.

To estimate the length \( L \) and final configuration \( g \) on the trajectory, we extract the data directly from the training set

\[
L_n = \int_{t_{n,1}}^{t_{n,K_n}} \|y_n(t)\| dt \approx \text{Trapzd}(K_n), \quad g_n = y_{n,K_n}, \quad n = 1, \ldots, \text{NumEx}.
\]

(44)

Given a new query point \( q \) and using LWR, the length and final configuration can be generalized as follows

\[
L = \frac{\sum_{n=1}^{\text{NumEx}} K(q,q_n) L_n}{\sum_{n=1}^{\text{NumEx}} K(q,q_n)}, \quad g = \frac{\sum_{n=1}^{\text{NumEx}} K(q,q_n) g_n}{\sum_{n=1}^{\text{NumEx}} K(q,q_n)}.
\]

(45)

The weights of the generalized speed \( v \) are estimated by solving a least squares problem similar to (42), which is used to estimate \( w \). We omit the details here.

5.1. Evaluation of skill learning with AL-DMPs in simulation

First we evaluated the performance of statistical skill learning on simulated data. For this purpose we synthetically generated a set of 100 reaching planar...
Figure 3: Two example generalizations in 2-D plane using AL-DMPs and standard DMPs. The original trajectories that were used for generalization are shown in blue and dashed. They all pass through a unique via point at $y = 0$. The trajectories generalized using AL-DMPs (black) also pass through this via point. The trajectories generalized using DMPs (green) do not approximate the original trajectories well and do not pass through the via point.

trajectories that all passed through a via point located at half way, i.e. at $s = L/2$. Using inverse kinematics of a humanoid robot (see Section 5.2), these planar trajectories were converted into the upper arm shoulder and elbow movement of the robot (four degrees of freedom). The training trajectories were then temporally scaled with a nonlinear scaling factor, which caused the training trajectories to reach the via point at different times, whereas their spatial course of movement was unaffected. The 2-D position of the final point on the trajectory was used as a query for LWR. The trajectories were generalized in the robot’s joint space, but Fig. 3 shows their course in 2-D plane after the direct kinematics was ap-
plied. Only the trajectories that were generalized using AL-DMPs pass through the via point, whereas the trajectories generalized using standard DMPs do not approximate the original trajectories well enough to pass through the via point.

We used mean squared error criterion to evaluate the difference between the generalized trajectory represented by AL-DMP $\mathbf{y}_{AL}$ and the true trajectory $\mathbf{y}$

$$\text{MSE} = \frac{1}{K} \sum_{k=1}^{K} \| \mathbf{y}_{AL}(s_k) - \mathbf{y}(s_k) \|^2, \quad (46)$$

where $K$ is the number of integration steps needed to integrate the AL-DMP to reach the desired final position. MSE was estimated both for the generalized AL-DMPs and generalized standard DMPs. Fig. 4 shows that generalization results with AL-DMPs are significantly better than when standard DMPs are used. This simulation experiment thus confirmed our intuition that generalization using AL-DMPs should produce better results.
5.2. Evaluation of skill learning with AL-DMPs in real experiments

A skill learning experiment with real data was performed on a humanoid robot CB-i [29]. Altogether we collected 99 reaching movements from the same initial arm configuration, where the arm was extended below the table, to 99 final reaching positions on the table. The human demonstrator intentionally performed some demonstrations slower than the others. Snapshots from one of the training movements are shown in Fig. 2. Four different final reaching positions are shown in Fig. 5. 2-D position of the red peg on the table was used as query for generalization.

For analysis we performed an experiment in which at each internal query point \( q_n \), the training trajectory \( \{y^m_k\}_{k=1}^{K_n} \) was removed from the training set (40). 63 internal trajectories were used for testing, i.e. trajectories that are associated with query points inside the training space (see Fig. 7). The generalization function (41) was then computed for \( q = q_n \) as input, with \( \{y^m_k\}_{k=1}^{K_n} \) removed from \( \mathcal{G} \). Generalization was performed both with standard DMPs and AL-DMPs. The generalized DMPs and AL-DMPs were then compared to the trajectories that were left out from the training set using mean squared error criterion (46). All trajectories were represented as a function of arc-length.

Figure 5: Final reaching positions on four of the 99 training trajectories.
Fig. 6 shows the result of generalization using AL-DMPs and standard DMPs. It is clear from these figures that the generalized AL-DMPs approximate the trajectories that were left out much better than the generalized DMPs. The reason for this difference in performance are the variations in speed profiles of the training trajectories. Fig. 7 shows the MSE results as contour plots for all internal trajecto-
Figure 7: Contour plots showing accuracy of generalization for AL-DMPs (left) and DMPs (right)

ries. These results again demonstrate that the generalized AL-DMPs approximate the trajectories that were left out better than the generalized DMPs.

6. Action recognition with arc-length dynamic movement primitives

Action recognition from motion trajectories is a vast field and many different approaches have been proposed in the literature [30]. In this section we show that if motion trajectories are used for recognition, AL-DMPs outperform more standard robot trajectory representations such as B-splines [31] or DMPs [1]. It should be mentioned here that raw motion trajectories are not necessarily the best input data for every classification problem. Other measures can be extracted from motion capture data [32] to characterize the captured actions. The best representation for a specific classification problem cannot be selected without considering the actual task.

For standard DMPs, Ijspeert et al. [2] showed that the weights of the forcing
term can be used for classification of trajectories with “similar velocity profiles”. Their approach was based on correlations between feature vectors consisting of weights. They were able to show that correlation values are higher for trajectories belonging to the same class compared to trajectories from different classes.

As explained in the introduction, the speed of movement can vary significantly across human demonstrations, especially if they are performed by different subjects. In such cases the velocity profiles are not “similar” and DMP weights become a poor feature vector for classification. However since the weights of the forcing term in AL-DMP do not depend on speed, we expect that recognition performance can be significantly improved in such cases by applying the weights of AL-DMPs instead of standard DMPs as feature vectors.
6.1. Simulated data

For testing we created a simulated set of 805 reaching trajectories in Cartesian space for a simulated robot with two degrees of freedom. Some of the training trajectories are shown in Fig. 8. They were assigned to five different classes, where each class consisted of 161 reaching movements to a given distance in $x$ direction, whereas the final destinations in $y$ direction were different. We used inverse kinematics to convert the Cartesian space trajectories into joint space trajectories. Joint space trajectories were then approximated by AL-DMPs, standard DMPs, and B-splines. The computed weights $w_i$ of the forcing terms and the parameters of B-splines were used as feature vectors for classification. Feature vectors had 40 dimensions because the number of basis functions $N$ was set to 20 in all cases and the trajectories were two-dimensional.

Support vector machines (SVM, [33]) were applied for classification. We used multiclass (one-vs-one) SVMs with linear kernels in this experiment. Matlab Classification Learner App was used to train the classifiers. 20% of the whole data set, i.e. 161 trajectories, were used to train the SVM. In this noiseless experiment, all of the remaining 644 examples were classified by the SVM correctly, regardless whether AL-DMPs, standard DMPs, or B-splines were used to compute the feature vectors. These results are shown with green and blue bars in Fig. 9.

Next, we introduced non-linear temporal scaling into the 644 test examples. This was done by multiplying the speed by $2(t + 1)e^{(t+1)^2-2}$, $t \in [0, T]$, where $T$ was the duration of motion. This function was selected to make clear the benefits of AL-DMPs compared to DMPs and B-splines. Again DMPs, B-splines and AL-DMPs were used to compute the feature vectors for the temporally scaled example
trajectories and the classification performance was evaluated using SVMs trained with feature vectors stemming from original examples that were not temporally scaled. The results are shown in Figure 9. While the classification rate was perfect with all three types of feature vectors when using the original data for testing, it is clear from the bar graph that the classification rate with DMP based and B-splines based feature vectors was severely affected when using temporally scaled data. Significantly less than 50% of the inputs were classified correctly. The cause for this behavior is obvious; the values of the weights of the DMP forcing term and B-spline parameters were significantly affected by temporal scaling. Therefore, the resulting feature vectors were not representative of the classes trained with the original data. On the other hand, the performance of classification with AL-DMP based feature vectors was virtually unaffected. The reason for this is that variations in the speed profiles of the trajectories do not change the weights of the forcing term in AL-DMP. Hence the speed-scaled trajectories were still classified correctly. This experiment confirms our expectation that AL-DMP based classification is much more robust compared to standard DMP features when the speed of motion varies non-linearly.

6.2. Real data

In this final experiment we evaluated the classification performance of DMPs and AL-DMPs on a data set consisting of 5 motion classes, in total containing 225 hand trajectories performed by 4 different subjects. Of the 5 classes, 2 deal with manipulation (placing a book on a shelf, placing an object into a drawer) and 3 encompass sports actions (tennis swing, 2 versions of a ball throw). The trajectories were recorded using motion capture system Optotrak.

The training trajectories were encoded with standard DMPs and AL-DMPs.
Figure 10: Classification performance as a function of the training set size. Blue and red graphs show the percentage of correctly classified examples using the Gaussian and linear SVM, respectively, with AL-DMP weights used as features. Yellow and magenta show classification performance when standard DMP weights were used as features.

The resulting weights $w_i$ of the forcing terms were used as feature vectors for classification. Like in simulation experiments, the number of basis functions $N$ was set to 20. The trajectories of 3-D wrist positions were used to build the training data set, thus the feature vector dimension was 60.

The classification performance was evaluated using SVMs with linear and Gaussian kernels. Compared to linear SVMs, Gaussian kernel SVMs offer better support for non-linear class boundaries. For this reason, Gaussian kernel SVMs are better suited to classify complex input data. The classification performance was tested using different training and test set ratios; we tested the cases where 10,
20, 30, 40 and 50 percent of the example trajectories in each class were randomly chosen to form the training set, while the corresponding test sets was composed of the remaining example trajectories.

Figure 10 shows that SVMs with AL-DMP based feature vectors significantly outperform the SVMs with standard DMP based feature vectors. This was true regardless of the applied kernel type. Our simulation results were thus confirmed in an experiment with real data. This graph also shows that the nonlinear Gaussian-kernel SVMs improve the results obtained with conventional DMP based feature vectors more than when AL-DMP based features are used. This is due to the fact that the weights of the forcing term in AL-DMP better reflect the changes in the shape of movement. Consequently, the demonstrated movements can be separated even with simpler linear boundaries.

7. Discussion

In this paper we developed the concept of arc-length dynamic movement primitives, where spatial and temporal aspects of motion are well separated. AL-DMPs achieve this by describing motion with 1) a system of nonlinear differential equations that are solely dependent on the spatial course of movement (through arc length derivatives) and 2) a feature vector that encodes the speed of movement, which is dependent only on temporal aspects of motion. We confirmed these properties in a number of skill learning and action recognition experiments, both in simulation and in real world. Just like standard DMPs, AL-DMPs represent kinematic aspects of motion and are not concerned with motion dynamics.

While we were able to effectively use AL-DMPs for skill learning and action recognition, their application for robot control can sometimes be problematic.
Unlike standard DMP equations (1) – (2), which have a unique attractor point at $\mathbf{y} = \mathbf{g}$, $\dot{\mathbf{y}} = 0$, an AL-DMP does not converge to such a point within the training interval because the arc-length derivative $\mathbf{y}'$ is equal to the unit tangent of the curve $\mathbf{y}$ [25], i.e. $\|\mathbf{y}'\| = 1$ everywhere on the training interval. Thus $\mathbf{y}' \neq 0$ at the end of movement and an AL-DMP will deviate from the attractor point outside of the training interval if numerical integration of Eq. (9) – (10) continues. Consequently, the robot moves beyond the desired final configuration and slowly returns unless the speed is set to zero at the end of movement. But if the speed is set to zero, an AL-DMP cannot ensure convergence to the desired goal $\mathbf{g}$ if the goal is not reached at the end of movement. Thus AL-DMPs are not the best choice to control the robot, especially if the desired motion is modulated or in a feedback loop because in such cases the robot does not reach its final destination $\mathbf{g}$ at the end of the training interval, i.e. at $x = \exp(-\alpha t)$. Thus for control it is better to convert an AL-DMP to a standard DMP representation, which does not suffer from this issue. The conversion is trivial as one can synthetically reproduce the trajectory generated by an AL-DMP using Algorithm 1 at a high sampling rate and sample the resulting robot configurations along the trajectory. Just like when computing DMPs from real motion data, DMPs can also be computed from the synthetically sampled data. The resulting DMP can then be used to control the robot.
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